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PREFACE

This is the second of two books which together contain the
automation requirements of the Advanced Air Traffic Management
System (AATMS) program.

The first book (Volume IVA) includes Sections 1.0 through
4.3; the present book (Volume IVB) contains Sections' 5.0 through
Appendix C and References.

The Table of Contents, List of Illustrations and the list of
Tables for this book follows.
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5.0 FAILURE MODE REQUIREMENTS

The manpower and data processing requirements derived thus far have

pertained to system operation in a normal state. In this chapter, atten­
tion is turned to the question of system failure and the requirements to
carryon operation in a degraded state. Two aspects of failure mode oper­
ation are examined: (1) the effects on safety and capacity-efficiency
produced by functional component failures and (2) the methods by which the
system can muster resources to overcome or compensate for failures. Here,
as throughout the study, the delineation of failure mode requirements is
presented in generic functional terms, yet at a level of detail which pro­

vides a distinct picture of the system design goals to be met.

5.1 OBJECT! VES

In its traditional form, failure mode analysis is an exercise carried
out during subsystem and component design. The raw material consists of

design detail of the equipment itself and estimated (or empirically derived)

reliability data which indicate the probability of specific malfunctions
and the likely course of their consequences. This kind of information lies
far downsteam from the present state of AATMS. There are, as yet, no spe­

cific subsystem designs and none but the most speculative estimates of re­
liability. In fact, there is nothing upon which to base a failure mode
analysis of the sort customarily performed by systems ~ngineers.

Nevertheless, it is possible to deal with the question of functional
failure and to set forth requirements for degraded-state operation in
generic terms. This involves two assumptions about the nature of failure.

First, the failure of a system resource, whatever the equipment character­
istics of that resource might be, produces a loss of functional capability.

Thus, it is possible to define failure not in terms of how something has

malfunctioned but in terms of what specific system capability has been lost.
Just as system operation can be described by its outputs, system failure

can be described as the ab~ence of those outputs. The second assumption

derives from the first. If the system is considered to consist of func­

tional entities (defined at any appropriate level of detail), then each
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entity, or functional component, can be said to be the locus of some acti­
vity necessary for system operation. In effect, each functional component
(function, subfunction, or task) constitutes the equivalent of an equipment
module, and it is possible to speak of failure of a functional component in
much the same way as one would speak of module malfunction.

Accepting these two assumptions permits failure analysis to be carried
out generically, with ~ach loss of output traceable to a specific functional
component. Diagrams of system functions and information flow can be re­
garded as analogous to engineering drawings and wiring diagrams in the
world of equipment. Modular elements of the system (i.e., subfunctions or
tasks) can be subjected to failure singly or in combination and the loss

_of outputs can be follo~ed along the paths of information flow to determine
the effect on system operation and, ultimately, on service to airspace users.
This technique can be extended further to identify ways in which the system
can be made more resistant to failure by means of alternate functional units,
parallel lines of information flow, or redundant functional capability.

The failure mode analysis performed in this study was based on this
.rationale. The objectives were:

1. To determine the effects of functional component
failure, measu~ed in terms of loss of service to
airspace users;

2. To identify remedial strategies which could be
employed in system design to ameliorate the effects
of failure;

3. To evaluate the degree to which these remedial
features could serve to restore the system to its
original operating state.

To put it another way, the failure mode analysis was addressed to answering,. - .

in generic functional terms, three questions. What are the consequences of
functional component failure? What can be done to overcome or compensate
for these failures? Will these measures return the system to its normal
level of safety and capacity-efficiency?
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5.2 METHOD

The method used for failure mode analysis took as its point of de­
parture the function analysis performed in Phases A and B of the study.
where the system had been described at three progressively greater levels
of detail (function. subfunction. and task). It was assumed that the even­
tual ,of design of data processors would be modular in nature and that mod­
ules would most closely correspond to subfunctions. The implication was
that. when failure occurred. it would be within a subfunctiona1 module and
this would be manifested as a loss of output. It was further assumed that
failure of one subfunctiona1 module would not directly produce failure in
others. This was analogous to designing equipment in such a way that sub­
systems are compartmentalized and protectively isolated to avoid cascading
malfunctions. Thus. failure of one module (subfunction) would not induce
loss of functional capability in others. although they would. of course. be
affected by the loss of inputs normally received from the failed module.

This chain of failure effects (loss of output leading to loss of in­
put) could ultimately be traced through the paths of information flow until
it resulted in the inability to provide some service to users of the air­
space. The effect of a failure was thus defined not by its proximate con­
sequences but by its eventual impact on service. Because services had been
ranked in terms of their importance for the safety and capacity-efficiency
of the system (see Chapter 2. page 2.1-5). it was possible to establish the
criticality of the effect of subfunctiona1 module failure. By this method
the specific effects of failure could be identified and assessed. Appli­
cation of the method to each of the applicable 57 AATMS subfunctions ful­
filled the first objective of failure analysis. That is. what are the conse­
quences of functional component failure? The results of this analysis are
'presented in Section 5.3 below.

The next step beyond identification and assessment of failure effects
was to devise appropriate strategies to restore the capability of the sys­
tem. A total of seven types of remedial action were defined. including full
functional redundancy. manual back-up. and various methods for drawing on
internal reserves of computer capability. Along with the strategies. cri­
teria for their adoption were specified and a logical sequence for consid­
ering them was developed. This allowed the optimum remedial strategy to
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be identified for each failure. When considered collectively, the stra­
tegies also served to indicate a scheme of requirements for failure mode
operation to be recommended for incorporation in system design.

The development of strategies for response to failure involved an

additional assumption about the nature of failure in the system. Thus,
in addition to identifying that an output had been lost and isolating the
failure to a subfunctional component, it was also necessary to establish
in a general way what was the cause of failure. It was postulated that a
subfunction could fail to produce an output for one of three basic reasons:

1. Failure of an automated resource to perform a task
or tasks within the subfunction (including both
complete loss of output and out-of-tolerance
outputs);

2. Human failure or error in performance of manual
tasks within the subfunction;

3. Breakdown in the lines of communication between
the subfunction and others depending on it for
inputs.

Only the first of these three causes was considered in the failure analysis.

That is, failure was defined to be an event occurring only in the machine
portion of the system. It was recognized, of course, that human error
could result in loss of output. However, the nature of human-induCed.
failure depends heavily on the kind of equipment the man has to wofk with.
Since the details of the man-machine interface are as yet undefined, it
was felt that there was no meaningful way to treat human error in the
failure analysis. Breakdown of communication links was likewise excluded
from consideration. It was assumed that the system would be designed with
sufficient redundancy in the lines of communication for there to be alter­
nate paths of information flow available if any given link were severed.

After identification of the appropriate strategies to cope with

failure, the final step in the analysis was to assess the effectiveness of

each response for restoring a normal operating state~: This involved a re­
examination of safety and capacity/efficiency effects, this time in light

of how machine resources had been reconfigured and reassigned to deal with
the original failure. To this end, three levels of recovery were defined,
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each describing the state of the system after remedial measures had been
taken in response to failure. They were:

Fail-Operational - The system is able to continue oper­
ation with no loss of safety and no loss of capacity/
efficiency for a finite time interval (at) after the
occurrence of a failure, i.e., the system has been re­
stored to its normal operating state. (The time inter­
val is not a constant value due to the fact that is is
related to the dependent system criticality associated
with various subsystems). Within a specified 6t, the
achieved levels of safety and capacity that existed at
the time of failure(s) are maintained.
Fail-Soft - The system has suffered some loss of capa­
city and efficiency, but no loss of safety, i.e.,
capacity and efficiency have been sacrificed to main­
tain the normal level of safety.
Fail-Hard - The system has lost capacity and efficiency,
perhaps beyond that of the Fail-Soft level, but it has
also lost safety. This is not to say that the system is
unsafe, just not as safe as it normally is; The system
is weak because both safety and capacity-efficiency have
had to be sacrificed in order to continue operation.

Some explanation must be provided for the terms used above to des­

cribe the state of the system after the occurrence of a failure. It is
realized that the three (3) terms used here may be somewhat incongrous to

each other. The words fail-soft and fail-hard tend to imply the manner
in which the system responds to a failure, whereas fail-operational is

more in the nature of what condition the system is in after the failure.
This minor deficiency might have been alleviated by creating new terms,

however, there already exists a large set of terminology on this subject
and it was decided to use existing words with an implicit explanation

given as to their meaning and usage in this report. Again, the intent
here is to utilize the terms in order to connote varying degrees or levels
of degradation as a consequence of a functional failure and after corrective
measures have been taken.

Secondly, a term that has been used quite frequently with various
meanings in failure modes is "fail-safe". This expression was deliberately
not used above since the overall protective design philosophy for AATMS is
called faiT-safe. It is noted that the nomenclature of fail-safe does not

refer to a specific state of the system but rather to a design goal, char­
acteristic, or capability of the system.
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The results of the analysis of remedial strategies and assessment of

their effectiveness are presented in Section 5.4. Together, the consti­
tute fulfillment of the remaining two objectives of failure analysis:

identification of remedial actions in response to failure and estimation
of their restorative effect.
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5.3 FAILURE EFFECTS

The ultimate consequence of failure of a functional component is the
loss or restriction of service to users of the system. The relationship
of functions to services was established in Phase B of the study and dis­

cussed earlier in Section 2.2 of this volume. This relationship was char­
acterized in terms of information, decisions, and actions as follows:

I - A function produces information outputs needed to
provide a service.

D - A function produces decisions directly associated
with a service.

A - A function produces actions by which a service is
directly implemented.

For the purpose of failure effects analysis, which treated failure

at the level of subfunctional components or modules, it was necessary to
expand the Phase B service-function matrix to identify the particular con­

tribution made by each subfunction. This made it possible to specify in

a systematic way the consequences of subfunction failure as the loss of

information, decisions, or actions related to a given service.

Table 5.3-1 shows the I-D-A relationships of subfunctions to services.

The subfunctions have been grouped by the operator position to which they
have been assigned as a responsibility. The table also indicates those
subfunctions which are entirely manual, i.e., all tasks within the subfunc­

tion are assigned to man at the recommended level of automation. These sub­

functions were subsequently factored out of the failure analysis since, by
definition, only machine failures were "to be considered.

After tracing subfunction-service relationships, the next step was to
establish the criticality of the effect on services produced by failure of
each subfunction. It will be recalled that services had been grouped into
three categories in ~elatio~ to safety and capacity-efficiency:

Safety-Related Services - Separation Assurance, Spacing
Control, Navigation, Emergency Assistance

Capacity/Efficiency-Related Services - Flight Plan Con­
formance, Flight Advisory, Flow Control, Flight Planning
Information
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TABLE 5.3-1 RELATIONSHIP OF SUBFUNCTIONS TO SERVICES
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V'lc:( V'l <Cc.!:l w V'l u.u u. V'l <C =:l ...... VI c:(V'l 0:::

14.1 Prepare Operational Reports IDA

14.2 Compil e and Store System
" Records IDA

14.3 Prepare and Maintain Statis-
tical and Special Reports DA

17. 1 Determine Current and Fore-
cast Weather I I I I I I I

17.2 Update Rules and Procedure
Information I I I I I I I I

17.3 Update Airspace Structure
and Jurisdictional Boundary
Information I I I I

17.4 Update Route Information I I I I I

17.5 Update Airspace Restriction
Informa ti on I I I I I I

17.6 Update Hazards to Flight
Informa t ion I I I I I I I I

17.7 Determine Capability and
Status of COMM-NAV System I I I I I I I

17.8 Determine Capability and
Status of Ground Facilities I I I I I I I I

17.9 Maintain User Class Infor-
mation I I I I I I I

17.10 Compil e Traffic Summaries
I

I I

17.11 Prepare Preformatted Data
Modul es I I I
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TABLE 5.3-1 RELATIONSHIP OF SUBFUNCTIONS TO SERVICES (Cont'd)
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1.1 Receive Requests for Flight
Planning Information I

1.2 Select Information to Service
the Request D

1.3 Format and Display the
Requested Information A I

12.1- Service Request for Infor-
mation I IDA I

12.2 Issue Flight Advisories and
Instructions I IDA I

12.3 Notify Pilot of Imminent
Encounter with Hazardous
Weather Phenomena I IDA I

POSITION IIA: FLIGHT PLANS

(Functions 4, 15)

4.1 Develop Time-Position
Profi 1e I I I I

4.2 Review Flight Plan ID ID I

4.3 Propose Modified Flight Plan IDA I I

4.4 Determine Responsibility for
Control and Communication (ENTIRE Y MANUAL)

15.1 Determine Nature of Service I I I I
Required (ENTIRELY MANUAL)

15.2 Initiate Action to Provide I I I I
Service (ENTIRELY MANUAL)
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TABLE 5.3-1 RELATIONSHIP OF SUBFUNCTIONS TO SERVICES (Cont'd)

SERVICES
ol:l
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2.1 Determine System Capacity (ENTIRELY MANUAL)
2.2 Determine System Demand I ID
2.3 Determine and Resolve Capa-

city Overload Situations I I DA

POSITION III: FLIGHT SUR­
VEILLANCE AND
CONTROL

(Functions 5,6,7,8,9*,11,13,
and 16)
*Function 9 for Terminals
only

5.1 Check Clearance Status ID ID

5.2 Determine Clearance to be
Issued D D

5.3 Compile and Issue Clearance A A I
6.1 Determine Present Position I I I I I
6.2 Compile Aircraft Time-

Position Profile I I I I I
6.3 Predict Future Positions/

ETA's of Aircraft I I I I I I I
6.4 Determine Aircraft Capability

and Status I I ID I I I
7. 1 Detect Long-Term Conflicts

Among Flight Plans I ID I I
7.2 Determine Current Deviations

from Flight Plan I I ID I I
7.3 Predict Deviations from

Flight Plan I I ID
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TABLE 5.3-1 RELATIONSHIP OF SUBFUNCTIONS TO SERVICES (Cont'd)
SERVICES

08

c.!:I%
ZO w

..J -- >- u U'l

POS ITION II I: FLIGHT SUR-
e O~ 0::: c::e: UJ

~
z~ 0 Cl. <..J

VEILLANCE AND :5- U'l Vl <.!:I .....
ZW ..... c:: z z >

CONTROL
z 0 :>- c::e:u > .......... 0 0:::
OUJ U "c:e >- ....J Z C c::e:z: - >- UJ

(Continued)
-u UJ% Ul./) Cl.c::e: c:eU'l ......... z t- U'l 0::: U'l U'l
~% c.!:I % ZUJ :::E UJ ...-c:e

~8
c:eUJ

~~ Z 0:::0 UJU ...-0::: t-u c:: ....J ....JU 0- 0% c.!:I- ::J:O :I: ...... 0Cl.. ..J ..... 0:::
c:e :::;) U l:C :::;) 0:::> <.!:I 1.1.. t!:l :>- Cl.. 0:>- -:>- 0
Cl.. U'l « 0:::0 UJ 0::: ..... z - c:: c:: UJ 1.1.. 0::: U c:: U
UJ U'l c.. -0::: :=:UJ ....JO ....J UJ ..... Vl %W z: w UJ
U'lc:e U'l c:ec.!:l UJ U'l I.I..U ..... U'l c::r :::;)

- I./)
c:eVl 0:::

7.4 Determine Appropriate Reso-
lution of Deviations I I DA I

8.1 Predict Conflicts ID I I I

8.2 Resolve Conflicts DA I I I

9.1 Maintain Predicted Arrival/
Departure Schedule for Each
Ai rport I I

9.2 Determine Requirement for
Spacing Control ID

9.3 Establish Runway Configur-
ation Schedule IDA

9.4 Determine Most Efficient
Arrival/Departure Sequence/
Schedule for Runway IDA

9.5 Initiate Implementation of
Sequence/Schedule DA I I

11 .1 Initiate/Terminate Guidance ID ID ID ID

11 .2 Compute Vector Requirements I I I I

11. 3 Compute Air Vector I I I I

11.4 Compute Guidance Commands DA DA DA DA

11.5 Compile and Transmit Guid-
ance Instructions A A A A I

13.1 Determine Handoff Respon-
sibility Requirements ID ID ID

13.2 Determine Communication
Channel Assignment ID ID ID

13.3 Effect Transfer of Respon-
sibil ity A A A I

16.1 Describe Emergency Situation (ENTIRELY MANUAL)

16.2 Determine Required
I I I' ,

Response (ENTIRELY MANUAL)
I I I I
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Supporting Servlces ~ Ancillary and Special, Record­
keeping

This ranking of services was combined with the concept of function­
service rel~tionships (information, decision, action) to produce a hierarchy
of failure criticality, with five levels or classes, shown below in the
order of most to least severe.

Class - The subfunction produces decisions or actions related
to any of the four safety-related services.

Class 2 - The subfunction produces information for two or more
safety-related services.

Class 3 - The subfunction produces decisions or actions related
to any of the four capacity/efficiency-related ser­
vices.

Class 4 -The subfunction produces information for one safety­
related service or two or more capacity-efficiency­
related services. --- ------

Class 5 - The subfunction produces information, decisions, or
actions only for supporting services or for one
capacity/efficiency-related service. ---.

Table 5.3-2 is a schematic representation of the system of classification
for criticality of failure effects.

TABLE 5.3-2 CLASSIFICATION OF FAILURE CRITICALITY

SERVICES

SAFETY CAPACITY/ SUPPORTINGEFFIe IENCY
SUBFUNCTION OUTPUTS FAILURE CLASS

Decisions or Actions 1 3 5

Information for two or
more servi ces 2 4 5

Information for one
service 3 5 5
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Table 5.3-3 on the following two pages presents a list of subfunctions
according to failure class. Basically, this table is a condensation of the
subfunction-service matrix given earlier (starting on page 5.3-2), with the
ten individual services reduced to three major service categories and the
subfunctions identified by code number only. However, Table 5.3-3 does
preserve an indication of the number of services in each category receiving
information outputs from each subfunction. This was done tQ assist the
reader in understanding the assignment of subfunctions to failure classes,
i;e., to clarify the basis for assigning subfunctions to classes 2, 4 and
5.

Table 5.3-3 is to be interpreted as identification of the specific
service-related effects which would be produced by individual subfunction
failure. The failure class assignment for each subfunction serves to in­
dicate how critical it is for the operation of the ~ystem and, hence, to
describe the consequence of subfunction failure. Table 5.3-3 also shows
the relative importance of subfunctional failure within and between oper­
ator positions. For example, Position IA (Data Base) performs subfunctions
whose criticality ranges from Class 2 to Class 5. By contrast, Position
III (Flight Surveillance and Control) ranges from Class 1 to Class 3, but -­
more important -- it includes all the subfunctions of Failure Class 1 and a
large proportion of the Class 2 subfunctions. Thus, in terms of the safety

of system operation, Position III has a much more critical role than Posi­
tion IA.

A more consolidated view of the distribution of failure criticality
across positions and subfunctions is provided in Table 5.3-4. For each
position, the table lists the number of assigned subfunctions according
to their failure criticality class. (The figures in parenthesis below the
principal entry indicate the respective number of automated and semi­
automated subfunction.) Manual subfunctions are tabulated separately since
they are not relevant to the failure analysis. It can be seen that of the
51 subfunctions containing automated tasks, 30 are placed in the safety­
related failure classes (1 and 2), and 16 are in the capacity/efficiency­
related classes (3 and 4). It can be seen again that, as a whole, Posi­
tion III (Flight Surveillance and Control) has the most crucial role with
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TABLE 5.3-3 SUBFUNCTION FAILURE CRITICALITY

SUBFUNCTIONS SERVICE RELATIONSHIP FAILURE
SAFETY CAP.jEFF. SUPPORT ~ CLASS

14.1 IDA 5

14.2 IDA 5

14.3 DA 5

17.1 II III I I 2

17.2 II II II II 2

17.3 III I 4
L.LJ

17.4 II II I 4Vl
c:(
ce

17.5 III I II 4c:(

- c:(I- 17.6 II II II II 2c:(
Cl

17.7 II I II I I 2

17.8 II II II II 2
-17.9 III III I 2

. 17.10 I I 5

z 17.11 II I 4
0

Vl
1.1 I- L.LJ 5u

I- - 1.2>- 0 3...... c:::
L.LJ

1.3Vl Vl A I 3
0 ce

...... 0
12.1 I IDA I0- l.L. 3z......
12.2 I IDA I 3

I-
12.3 I IDA....J I 3

l.L.

4.1 I II I 3 .

Vl
4.2 110 I 3

z
4.3 IIIDAc:( 3

....J
c:( 0-

4.4 ENTIRELY MANUAL NA......
-I-

EN~IRELY MAN~AL
:J:
(,!:J

15.1...... NA
....J I Il.L.

15.2 ENp RELYMAN~AL NA

l- I I
z 2.1 ENT! RELYMANUAL NAceO...... u

2.2...... 3 I ID 3
0
....J 2.3 I IDA 3

NA = NOT APPLICABLE
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TABLE 5.3-3 SUB FUNCTION FAILURE CRITICALITY (Cont'd)

SUB FUNCTIONS
SERVICE RELATIONSHIP FAILURE

SAFETY CAP./EFF. SUPPORT CLASS

5.1 ID ID 1

5.2 D D 1

5.3 A A I 1

6.1 II I II 2

6.2 III I I 2

6.3 III III I 2

6.4 IIID I II 1

7.1 I 110 I 3

7.2 II liD I 2
-l
0 7.3 I I ID 2c:::
I-
z 7.4 II DA I 2- 0- u- Cl 8.1 liD I I 1z
c:(

8.2 IDA I I 1z
l.LI

0 U
z

9.1 I 3- c:( I
-l

I- -l
9.2 ID 1-- l.LI

:>
9.3 IDA 1V'l c:::

::::>
0 V'l

9.4 IDA 1a.. I-
::J:

9.5 DA II 1C.!:l--l
u- n .1 I liD ID 1

11.2 III I 2

11.3 III I 2

11.4 DA DA 1

11.5 A A I 1

13 .1 liD ID 1

13.2 liD ID 1

13.3 A A I 1

16.1 ENTIRELY MANUAL NA
16.2 ENtiRELY MANVAL NA

NA = NOT APPLICABLE
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respect to safety. This position has a concentration of 24 of the 30
safety-related failure possibilities. By contrast, the possible capacity/
efficiency-rel~ted failures. are spread rather evenly across all positions.

TABLE 5.3-4 FAILURE CRITICALITY OF SUBFUNCTIONS BY POSITION

ASSIGNED SUBFUNCTIONS
AUTO~~TED OR SEMI-AUTOMATED

FAILURE CLASS TOTAL BY ENTIREL Y
POSITION 1 2 3 4 5 POS ITION MANUAL

IA Data Base a 6 a 4 4. 14 0
(4/2)* (4/0) (2/2) (10/4)

IB Flight Info. 0 0 5 a 1 6 a
(1/4) (0/1) (1/5)

IIA Flight Plans 0 0 3 0 0 3 3
(0/3) (0/3)

lIB Flow Control 0 0 2 0 0 2 1
(2/0) (2/0)

III Fl i ght Survei 1. 16 8 2 0 0 26 2
and Control (12/4 ) (6/2) .( 1/1) (19/7)

TOTAL BY 16 14: 12 4. 5 51 ~FAILURE CLASS

*Figures in parenthesis indicate, respectively, the number of
automated and semi-automated subfunctions.
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5.4 FAILURE MODE RESOURCE REQUIREMENTS

The detailed definition of failure effects, ranked in terms of their
criticality for the safety and capacity-efficiency of the system, consti­
tuted fulfillment of the first of the three objectives of the failure
analysis performed in this study. Failure effects also served as the
point of departure for examination of man-machine requi rements in fail ure
modes, where the remaining two objectives were met.

Failure mode resource requirements are contained in the answers to
two questions. First, what is the response required of man and machine
resources to cope with functional component failure? This entails speci-
fi cati on of the ways in whi ch man an~ machi ne resources can be recombi ned
and reallocated to overcome or compensate for failure and restore system
services. Second, how successful will this response be? This involves
assessment of the level of service which will result from application of
remedial and restorative measures. In some cases the system will be able
to reconfigure or to draw on available reserves and thereby return to an
essentially normal state, with a full complement of services. In other
cases, however, it will not,' and some degradation of services will occur.
Taken together, the answers to these questions indicate (1) t~ amount and
kind of resources required to make the system resistant to failure effects,
(2) the required flexibility in resource configuration and deployment, and
(3) the level of service which can be maintained in the face of functional
component failure. These three kinds of statements can betaken as require­
ments in the sense that they are theoretical expressions of what the system
must be able to do; and, hence, they represent goals to be attained in the
system engineering and development process.

The treatment of failure mode resource requirements is carried out
at two levels. First is a detailed statement of requirements in the event
of individual subfunction failure within an operator position. These can
be called localized failures, and they will probably be the most common.
At the second level is a treatment of the more massive form of failure in

which operational capability is lost within an entire facility or some
major block of a facility. While considerably less common,these failures
pose such potentially grave conseqiJencesfor the system that. they must be
accounted for in the system design requirements.



Page 5.4-2

5.4.1 Machine Resources

Before proceeding with the analysis of failure mode requirements,
it is first necessary to establish in more detail the characteristics of
the man-machine resource team available at the various' system facilities.
Operator positions, it will be recalled, were defined in terms of func­
tional responsibilities. Each position can therefore be described by a
set of tasks, some assigned to man and the remainder to machines. Thus,
the basic unit of resources at any position or facility in the system is
made up of a human operator, a data processor, and an input-output device
which permits the two to interact in carrying out their respective tasks.

The required number and type of operators at each facility were
established in the course of developing system manning requirements
(Chapter 3). The pattern of manning was derived from computation of the
man-hours needed to perform the manual tasks at each position for a pos­
tulated level of demand. This same series of computations also developed
a system-wide estimate of the data processing requirements for automated
tasks and for the induced tasks of display generation and control input
processing. The machine resource requirements were not at that time
differentiated and distributed across facilities. It will be necessary
to do so now in order to complete the picture of the man and machine
resource capabilities in each part of the system.

The basic data for each automated generic task and for each induced
display and control task consisted of estimates of the frequency of per­
formance and the number of machine instructions required. Combining these
estimates by the method described in Chapter 3 resulted in an expression
of machine resource requirements to accomplish each function or task com­
ponent thereof for all aircraft using the system. Since the basic computa­
tion was a product of instructions times frequency, the unit of machine
capability was a rate, instructions per second. Further, because the
instruction handling rate was broken down on a function by function basis,
it was possible to associate data processing requirements with positions,
which were also defined in functional terms. Thus, the overall data
processing rate for the machine assigned to each position could be estab­
lished. This, in turn, could be further refined by one more series of
calculations in order to reach a statement of machine capacity required
to support each operator at each position of each facility.
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This last calculation -proceeded as follows:

1. Sum the instruction rates for each automated task
in all functions in each position.

2. Sum the instruction rates for each induced control
and display task in all functions in each position.

3. Sum (1) and (2) to obtain total instruction rate
for each position system-wide.

4. For Position III only, divide (3) into shares pro­
portionate to the part of the total demand handled
by each type of facility (en route, primary terminal,
manned secondary terminal, transition hub center).

5. For Position III divide (4) and for other positions
divide (3) by the number of facilities of the appro­
priate type to obtain the instruction rate per
facility.

6. Divide (5) by the number of operators of the appro­
priate type at each facility to obtain the instruc­
tion rate for the data processor associated with
each operator.

This chain of calculations produced a statement of the data proces­
sing required to support each operator in the system. These requirements
ranged from a low of 353 instructions per second for an operator in Posi­
tion IB (Flight Information Services) to slightly over 36,000 instructions
per second for Position III (Flight Surveillance and Control) in an en
route sector.

Because of the great disparity among the data processing requirements
for the various positions, it was necessary to postulate a more nearly
uniform capacity (processing rate) for the computers to be assigned to, ,

each man-machine resource unit at each position. Therefore, it was assumed
that the basic machine module would have a capacity of 7200 instructions
per second (ips). In effect, this meant that operator positions with data
processing requirements smaller than 7200 ips would share a computer
resource within their facility.

A computer with a rate of 7200 ips is, of course, very small. There­
fore, the term machine module should not be taken as a synonym for computer.

The basic 7200 ips module represents only a fraction of the total capacity
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of a computer, even by today·s standards. Thus, the module stands not as
an expression of 'computer capacity, but a unit of computer allocation.
It is the building block for the automated portion of the system, just as
operators are the building blocks for the manned position.*

At each facility, 7200 ips modules were assigned in sufficient num­
ber to accomplish all the machine tasks, and integral numbers of operators
were assigned as needed to carry out man tasks. Thus, the basic man­
machi ne resource uni t at each positi on and facil ity was ass umed to be an
operator and a 7200 ips machine module, the latter including the input­
output device needed for display generation and input instruction proces­
sing. Where positions had small data processing requirements (i .e., less
than 7200 ips), operators were assumed to share a machine module. Where
the data processing requirements of the position exceeded 7200 ips, the
appropriate number of extra modules were assigned.

Since the basic purpose of this exercise was to further the investi­
gation of failure mode requirements, the assignment of modules to positions
and facilities not only took into account normal operations but also made
allowance of a certain reserve for anticipated failures. This allowance
was made in two ways: reserve capacity within modules, and provision of
spare modules. In doing so, it was assumed that the module would have.. an.
appropriate multi-mode processing capability such that reserves and spares
could undertake any task necessary provided they had the available data
processin~ rate to handle the assignment.

Table 5.4-1 describes the allocation of data processing modules to
positions ~nd facilities. Reading from left to right, the table. shows by
position and site the number of modules required for normal operations.
The next column indicates the spares allotted for failure situations. This
is followed by the total modules allocated per site and then for the whole
system. The last four columns indicate the manner in which modules are
allotted to serve normal and failure mode needs, showing respectively the

*The aggregation of modules into computers of· appropriate capacity and the
assignment of computers to facilities are left as open questions at this
point. They' are matters of computer sizing and comp'uter architecture
which lie outside of the scope of the present discussion. See, however,
Chapter 7 of this report.
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number of operators served by each module, the capacity (in ips) required
for normal operations by each operator and the excess available per module
and per site for failure mode operations.

The allocation of machine resources shown in Table 5.4-1 represented
the final element of system description needed to investigate the possible
forms of response which the system can make to failure of functional com­
ponents. Since this scheme of machine resource deployment indicates the
location and amount of available reserves, it can be used" as a framework
for assessing the applicability of the various response strategies which
are described in the following section.

5.4.2 Failure Mode Strategies

A modern, complex system can respond to failures in a variety of
ways. It can make use of reserve capacity; it can reconfigure and redeploy
its human and automated resources; it can reduce involvement in marginally
important activities; it can reduce the level of output (service). The
practicability of any of these types of response is, of course, highly
dependent on the characteristics of computer equipment and its programning.
These features of AATMS are as yet undetermined, and it is beyond the scope
of this study (and the power of the investigators) to predict the specifics
of the system which will ultimately be designed.

However, it is possible to delineate certain basic strategies of
response to failure and to assess their applicability for a system with
the general characteri~tics outlined above. These strategies should not
be taken as set procedures to be followed ,if such and such fails. Rather,
they should be understood as recommended forms of failure response, which
can be used by system engineers as guideposts in designing a system which
is resistant to the effects of failure and flexible in its manner of sur­
mounting adversity.

Seven strategies were devised for response to system failure. Each
strategy included a description of how it was to be carried out and a
statement of the criteria for assessing its appropriateness in any given
failure situation. These strategies are enumerated in Table 5.4-2.
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As an accompaniment to these strategies, a paradigm was developed
for analysis of failure situations. This paradigm took a form much like
the conventional fault-isolation tree, with a series of dichotomous deci­
sion points leading to selection of a unique strategy. The failure analy­
sis procedure begins with determination of the criticality of the particu­
lar failure. This produces a major branch which separates the high and
low criticality cases. Thereafter, strategies are considered in a set
order. If the criteria for selection of the first strategy are met in the
given failure case, the strategy is recommended for adoption. If not, the
next strategy in the sequence is considered, and so on until the appropriate
strategy is found. The procedure for fault analysis is illustrated schema­
tically in Figure 5.4-1.

The failure analysis paradigm follows the. principle of resolving
failure situations from lithe inside out.'~ Thus, the first recourse con­
sidered is within the operator position and its associated data processing
modules (liinternal reserves ll ). If this is not suitable, the next recourse
is to reallocate resources within the module (li reduce to essentials").
The next two options involve solutions which lie outside the affected
module but within the facility. In order of preference, they are to borrow
capacity from like modules doing the same work at the facility (1I1atera1
borrowingll ) or to draw on the capabil ities of human operators (limanual
backupll). Only when none of these strategies is adequate, is considera­
tion given to borrowing resources from outside the facility (li vertical
borrowingll ), either at a similar facility or at a more centralized location.
The last recourse is to call on spare resources (liredundancyll). Placing
this strategy last reflects the general concern to resolve failures as
parsimoniously as possible. Redundancy is considered to be the least
economical form of remedial action. Thus, the general pattern of failure
response proceeds from position, to facility, to outside the facility and,
finally when nothing else is appropriate, to redundant resources.

5.4.3 Resource Requirements for Individual Failures

The analysis of failures of individual subfunctiona1 elements and
the recommended strategies for resolving them are presented, in Tables

5.4-4 through 5.4-11 beginning on Page 5.4-17. Since a case by case dis­
cussion of failures would be tedious, the tables will be allowed to carry
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the burden of explanation. The comments that follow are intended to assist
the reader in interpreting the tables to whatever level of detail his in­
terest may dictate.

A failure analysis is presented for each operator position, with
Position III (Flight Surveillance and Control) being further divided into
four separate tables according to the type of facility (RCC, Primary
Terminal, Secondary Terminal, and THC). Each of the eight tables has the
same format. The first two columns identify the subfunctions assigned to
each position and indicate the Criticality Class of the service receiving
outputs from the subfunctions. (See page 5.3-6 above for. an explanation
of these classes.) The next two columns identify (by code number only)
the tasks which make up the subfunction and indicate whether they are man­
ual (M) or automated (A) a·t the recommended level of automation. The col­
umn headed AI (Automation Index) indicates the ranking of the task according
to the five incremental levels of man-machine performance capability (I =

most machine-like, V = most man-like). It will be recalled that the rec­
ommended automation level lies between III and IV on this scale.

The next column, headed Performance Data, is subdivided into three
listings: Man Task Time - the time (in seconds) required to perform the
task manually; IPS - the number of instructions per second required to per­
form the task by automated means for all aircraft under the authority of
an individual operator and his associated machjne resource; Freg. - the
frequency with which the task must be performed. Frequencies are expressed
as per flight, per facility (all installations of the system), per terminal,
or per jurisdiction (airspace subdivision), as appropriate. Note ~lso that
the instruction count in the IPS column includes that required to perform
automated tasks and all induced display and control tasks within the sub­
function.

The last two columns indicate the recommended failure strategy and
the system operating state which will result from application of the stra­
tegy. In general, the application of a remedial strategy will restore the
system to one of three states:
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Fail-operational - no loss of safety or capacity/efficiency;

Fail-soft - no loss of safety, but at some sacrifice of capa­
city/efficiency;

Fail-hard - loss of safety (to an acceptable limit) and loss
of capacity/efficiency.

This determination was made by examining the effect which the selected

strategy would have on the overall disposition of resources at the position.
among adjacent positions, within the facility or more remotely at a centra­

lized facility. If resolution of the failure involved reassignment of re­

sources, then the cost of the remedial action could be measured by the
safety and capacity/efficiency relationship of those activities which had

to be given up in order to compensate for the original failure.

Thus, by reading across the tables, the reader can recapitulate the
steps of the failure analysis for each subfunction since the data needed
for each decision point.of the failure analysis paradigm are available.
Alternatively, the reader can skip over the intermediate details and read
directly the recommended strategy and its anticipated effect on system
state.

In general, the results of the analysis indicate that the system is

highly resistant to the effects of individual failures. (See Table 5.4-3.)
In all cases but two, which will be examined below, the system can be re­

stored to a fail-operational state after loss of a single component. In
all but 13 of the 126 cases considered, the fail-operational state can be

attained without resorting to redundancY, manual backup, or elimination of
services.* The most commonly applied strategies are drawing on internal

reserves (66) and lateral borrowing (39). The vertical borrowing strategy

is no~ required to deal with any instance of single-component failure. ­
These findings suggest that the allocation and configuration of r~sources

within facilities is such that the facilities are entirely self-sufficient

*There are three additional cases (Subfunctions 7.1, 7.2 and 8. 1) in Posi­
tion III at RCC en route sectors where redundancy is a possible second­
choice strategy; but these are not included in the 13 cases referred to
above.
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in overcoming individual failures. In 8 cases (all in Position IA at the
CCC) failures cause the system to cut back to essentials by eliminating

supporting services (suspending the preparation of statistical and special
reports), but this is not regarded as a significant weakness in the resource
allocation for the CCC.

There are two failures where the remedial strategy reduces the system
to a fail-soft state, i.e., where capacity/efficiency are sacrificed in
order to continue operations. One is in connection with failure of Sub­
function 7.1 (Detect Long-term Conflicts Among Flight Plans) at a primary
terminal. Failure of 7.1 can be resolved by lateral borrowing, but to do
so would use up half of the total reserve of the facility, and this may not
be prudent in view of the high safety-related criticality of other functions
performed by Position II I. Subfunction 7.1 (along with 9.1) has the lowest
failure class rating in Position III; all others are failure class 1 or 2.
Therefore, the strategy of reducing to essentials by eliminating Subfunction
7.1 is suggested as a second choice, even though it entails some sacrifice
of capacity and efficiency. This sacrifice, however, is not complete since
7.1 is backed up functionally by 7.3, 8.1 and 8.2. Still, it may be argued
that the second-choice strategy represents a needless penalty in capacity/
efficiency. If this is the prevailing view, then the first choice of lat­

eral borrowing can be adopted, but at a serious cost in the total available
reserve of the facility.

Failure of Subfunction 7.3 (Predict Deviations from Flight Plan) at
a Transition Hub Center is a more clear-cut case. The reserves of the THC
are not sufficient to remedy the failure by lateral borrowing. Subfunction
7.3 requires 2052 ips, and a reserve of only 1700 ips is available. Since
7.3 is a subfunction of failure class 2, it must be restored if the system
is to continue to operate safely, i.e., if the system is not to fail hard.
The only subfunction in Position III with a lower failure class and with a
sufficient instruction rate is 7.1 (Class 3, 1101 ips). Therefore, the
recommended strategy is a combination of drawing on internal reserves (which
provides 1700 ips) and reducing to essentials by eliminating.7.1 (which
makes an additional 1101 ips available). This results in a fail-soft con­
dition. However, as noted above in the discussion of failure of 7.1 at a
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primary terminal. functional.back-up is provided bYSubfunction 7.3 (here
restored to service). 8.1 and 8.2 -- so there is only a partial sacrifice
of capacity and efficiency.

The item by item tabulation of individual failures begins on page
5.4-17. The discussion resumes on page 5.4-40 with an analysis of large­
scale failures.
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5.4.4 Large-Scale Failures

As a final step in failure analysis, an examination was made of sit­
uations in which there would be a large-scale loss of automated resources.
Each position at each facility was subjected to more and more massive
failures, starting with the loss of an entire module of data processing
capacity and increasing to a level where all modules serving the position
were presumed to have failed. The method of analysis and the procedure
for selecting the appropriate remedial strategy were the same as for in­
dividual failures. The general findings are discussed below. A case-by­
case tabulation is presented beginning on page 5.4-45.

Except for facilities conducting traffic surveillance and control
(Position III), which are discussed later, the system can be maintained
at the fail-operational level even in the face of massive failures involving
the loss of all modules for a position-facility combination. This resil-,
lienee is brought about by two factors. First is the ability of the
Continental Control Center (GCC) to back up the flight information and
flight plan processing functions of the Transition Hub Centers (THC). The
data base needed for these functions at THC's (Positions IB and IIA) is
maintained at the CCC; and, in a sense, the THC's act as distribution and
individualized processing centers for CCC generated information. Thus, it
represents no great reconfiguration of the system to have the ece extend
its range of functions to embrace those performed by Position IB or
Position lIB at a THC afflicted with massive failure. The second factor is
the centralized placement of reserve capacity at ReC's and the cee. Because
these reserves are centralized, they can be committed as blocks to provide
mutual support in the event of large-scale losses. Thus, the RCC's can
back up the eee and vice versa. Also, the eee can back itself up, in the
sense that the reserves of one position can be used to replace those lost
by another.

The eee conducts two types of operations: maintenance of the system
data base (Position IA) and flow control (Position lIB), with the former
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requlrlng about twenty times the data processing capacity of the latter.
All the reserves of the CCC are nominally associated with Position IA and
amount to 10% of that required for normal data base activities. If there
is a failure of all modules performing Position lIB activities, the reserves
associated with Position IA are, therefore, more than adequate to assume
these activities and restore the system to a fail-operational state. Failure
of modules associated with Position IA calls for a more complicated set of
strategies. If 1-9 modules are lost, the reserves of the CCC are called
into play (Redundancy). If between 10 and 89 modules are lost, the strategy
is a combination of redundancy (use of CCC reserves) and reduction to
essential operations. If all 100 modules associated with Position IA are
lost, the strategy of vertical borrowing is employed, and the reserves of

both RCC's are committed to performing essential Position IA functions. In
all cases, the system is able to maintain a fail-operational state since
the only operations eliminated are those related to Class 5 services, which

. are by definition critical to neither safety nor capacity/efficiency.

The back up facility for Position 18 and Position IIA operations at
Transition Hub Centers is the CCC. The reserves of the CCC are adequate
to make up for the complete loss of modules for either THC activity or
even both. Position IB requires 2 module per THC, and Position IIA
requires 7 modules. Thus, even if both positions suffered massive failure,
vertical borrowing of the 9 reserve modules of the CCC would be sUf~icient

to restore the system to a fail-operational condition.

Position III functions (flight surveillance and control) are performed
at four types of facilities: RCCls for enroute traffic, Primary Terminals,
Secondary Terminals, and THCls for secondary terminals with unmanned towers.
Large-scale failures at each type of facility were examined.

For loss of up to 10 modules, each RCC is able to compensate by
drawing on its own reserves. For failures of 11-20 modules, the reserves
of both RCC's are required. Loss of 21-29 modules necessitates the commit­
ment of reserves from both RCCls and the CCC. In all cases, the system
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can be restored to a fail-operational state, although in the last case
(loss of 21-29 modules) it is at the cost of committing all the available
centralized reserves of the system. Failures beyond this level, the loss

of up to 100 modules, require a combination of strategies -- use of the
RCC's own reserves, vertical borrowing of reserves from the other RCC and
the CCC, and reduction to essential operations at the RCC where the
failure has occurred.

It will be recalled that each RCC was assumed to consist of 100
enroute sectors, grouped into ten operating divisions made up of ten sectors
each. Failure of 100 modules amounts to loss of automated resources in one
entire ten sector division. This is a massive failure; and to restore
operations requires cutting back to a fail-soft condition in the affected
division and six others, making a total of 70 sectors that are forced to
operate at some reduced capacity and/or efficiency. However, this condition
is stable, in that no services of Class 1 or 2 are eliminated, and the
reduction of capacity and/or efficiency would probably not be great. The
activities eliminated in order to compensate for failure are those in
Subfunction 7.1, Predict Long-Term Conflicts Among Flight Plans. This
subfunction is backed up functionally by 7.2,7.3,8.1, and 8.2, which leads
to the conclusion that the fail-soft condition can be maintained and that
the overall efficiency of the use of enroute airspace would not be seriously
impaired.

Failures of more than 100 modules in Position III at the RCC were not
considered. Good design practice indicates that a facility this large
should have its resources compartmentalized, perhaps along divisional lines,
so that failure effects can be kept isolated. For this reason, simultaneous
massive failure in two divisions was considered to be a low probability
event which need not be investigated. For the same reason, catastrophic
failure of the entire RCC was not treated as a credible possibility.

Large-scale failures at primary and manned secondary terminals
result in shut-down of the facility, with the rerouting of traffic being
assumed by theRCC having jurisdiction over the area. Primary terminals



Page 5.4-43

require 4 modules to conduct flight surveillance and control functions,
and manned secondary terminals require 1 module. Thus, the RCC with 10
reserve modules would be adequate to deal with simultaneous massive
failures at 2 primary terminals or up to 10 secondary terminals. The
immediate condition at the terminal suffering complete failure would be
fail-hard, but as the RCC intervention began to make itself felt, the

level of service would gradually upgrade to fail-soft and then fail­
operational as the area of the affected terminal was cleared of traffic.

If this eventuality seems unattractive, there is an alternative.
Completely redundant, stand-by data processing resources could be
pro~ided at all terminals, at selected terminals, or for clusters of
terminals. This would be a rather uneconomical use of resources; but
if the cost seemed justified on safety grounds, full redundancy could be
the way to shore up the system at a vulnerable point. No recommendation
is offered on this matter since it is a question of design philosophy
and system economics, which lie outside the scope of the present investiga­
tion. However, it will be mentioned, as a way of setting the question in
perspective, that providing fully redundant resources at all terminals to
guard against massive failures would entail almost a 32% increase in the
machine complement of the system.

Large-scale failure of machine resources at a Transition Hub Center
can be dealt with in a slightly more flexible manner. largely because the
THC is a more centralized facility than either a primary or secondary
terminal. Each THC will be responsible for about 11 or 12 low-volume
secondary terminals with unmanned towers. Loss of 1 module (of the 10
available) would allow the THC to continue operations at a fail-soft level
by making use of its remaining resources and eliminating Subfunction 7.1,
Predict Long-Term Conflicts Among Flight Plans. Similarly, loss of 2-5
modules (i.e., up to half of the resources of the THe) could be dealt
with by the facility itself. This would involve shutting down some terminals
in its jurisdiction and rerouting traffic to the others. The initial
result would be a fail-hard condition at the closed terminals and a fail­
soft condition elsewhere, with the situation gradually rising to fail-soft
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for all airspace users in the THC area as the traffic was sorted out.
Failures of more than 5 modules would be tantamount to losing the entire
facility, and the strategy to be followed would be like that for primary
and manned secondary terminals. All terminals in the THC area would be
closed and the rerouting of traffic would be transferred to the appropriate
RCC.

Tables 5.4-12 through 5.4-19 on the following pages present the
details of the large-scale failure analysis for each position and facility.
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6.0 CONTROL AND DISPLAY REQUIREMENTS

This chapter presents the results of an analysis of the requirements
for operator displays and controls in an extensively automated air traffic
management system. After a statement of the objective and description of
the method of analysis, the information requirements for displays and the
action requirements for controls are given for each AATMS operator posi­
tion. The chapter concludes with a brief characterization of the AATMS

man-machine interface.

6. 1 OBJECTI VE

"The objective of the control and display requirements analysis was
to produce a generic description of the requirements for the AATMS man-.
machine interface. The term "generic" implies, as in the case with other
study products, a set of guidelines for functional performance rather than
a specific physical design. The principal utility of the generic approach
is that preemptive suppositions about the physical nature of the system
are avoided. Thus, maximum freedom is given in the exploration of different
design approaches without altering the basic statement of requirements for
interactions between human operators and machines.
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6.2 DERIVATION OF CONTROL AND DISPLAY REQUIREMENTS

For purposes of analysis, the system was defined to consist of a
particular set of tasks, some of which are to be performed by human oper­
ators and some by machines. Tasks are the constituents of functions; to
perform a function thus requires carrying out a number of tasks. Because
some will be done by machines and others by men, the men and machines in
the system have, therefore, a form of symbiosis, or joint partnership.
The relationship is schematically illustrated in Figure 6.2-1.

MACHINE MACHINE

TASK 1

IN ITIAL
STIMULUS L....- --'

TASK 2

MACHINE

TASK 3 TASK 4

FINAL
RESULT....._----'

FIGURE 6.2-1 SCHEMATIC MAN-MACHINE TASK ALLOCATION

The boxes in the figure represent tasks, the arrows represent the
flow of a product or process. The state of affairs that elicits the per­
formance, called the initial stimulus, is at the left. Carrying out Tasks
1,2, 3 and 4 transforms that initial state to a final result. A simpli­
fied example in an air traffic management system might be that a machine
senses present aircraft position and direction (Task 1); a machine compares
that information with the aircraft's flight plan (Task 2) -- finding that
if the situation continues, the aircraft will deviate from its planned path;
a man (Task 3) has the responsibility for finding the pilot's preference,
i.e., does the pilot want to change his plan or to correct for the predicted
deviation; and a machine is assigned to implement the resulting decision
(Task 4).

The effect of such a sharing of responsibility between men and ma­
chines is that the two system resources become linked in a chain of interim
processes extendtng from a given initial situation to the final outcome.
Neither can function in isolation. The man who does Task 3 in the example



Page 6.2-2

cannot perform if he is not given the information that a predicted devia­
tion from the aircraft's flight plan exists. The machine responsible for
carrying out Task 4 cannot perform unless some means are provided for the
man to communicate the pilot's decision either to return to the original
flight plan or to get a new flight plan.

Thus, there exists a set of tasks that are not inherent in the man­
agement of air traffic. Instead, they are induced by the man-machine allo­
cations. These induced tasks were the basis for the determination of gen­
eric display and control requirements in AATMS.

6.2.1 Induced Tasks

There are four kinds of induced tasks in the system:

• Display

• Control

• Coordinate

• Communicate

Figure 6.2-2 illustrates the nature of these induced tasks.

The boxes in the figure show human and automated system resource
units, with the aircraft pilot represented by a circle. A, B, and C desig­
nate the various induced task relationships. In "A", a task has been allo­
cated to a machine with its successor to be performed by a man. An induced
display task is created. In situation 8, a human operator does a task,

with a machine doing the next. The man passes data and instructions to the
machine in an induced control task. Situation C represents the interchange
of information between human operators (coordinate) and between a ground
operator and the pilot (communicate). It should be noted that while both
coordination and communication will likely be done through a mechanized
subsystem, the arrows do not imply specific physical means. They simply
indicate that some information required by a man to do his task is obtained
from another operator or the pilot or that some product of "a" manual task is
given to another human' operator or the pilot, not to a machine.
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A

MACHINE DISPLAY

I

MACHINE

CONTROL
MACHINE

c

MACHINE

COORDINATE

FIGURE 6.2-2 INDUCED TASKS

6.2.2 Position Descriptions

Position descriptions for each system resource unit (human operator
and machine) were derived in this study. (The derivation is discussed in
Chapter 2 of this volume.) The descriptions provide, in detail, the func­
tional responsibilities assigned to each resource unit. Since the func­
tions encompass all generic tasks, enumeration of the induc~d tasks was
done using the position descriptions as one input.
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6.2.3 Generic Automation Level

The other input for enumerating induced tasks was the recommended
automation level, which allocates each generic task either to men or ma­
chines. Since the task interrelationships are an explicit part of the
system functional description, each of the types of induced tasks,
display, control, coordinate and communicate, could be defined for the
interface between human operators and machines of each of the specified
system operator positions. Thus, the necessary data base from which to
derive system control and display requirements was created.
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6.3 DISPLAY REQUIREMENTS

On the basis of induced display tasks identified for each operator
position, two types of display requirements were derived: a listing of
the required information for each display and recommendations concerning
display format.

Information requirements were obtained by specifying the content of
information inputs for each display task. This was done by studying system
flow diagrams and task input-output matrices developed in the function
analysis. Display format recommendations were drawn from a format class­
ification rubric, illustrated schematically in Figure 6.3-1.

>- ALPHANUMERIC
(.!l
o
...J

~ LITERAL PICTORIAL
>­
(/')

SYMBOLIC PICTORIAL

FIGURE 6.3-1 DISPLAY FORMAT ATTRIBUTIONS

While avoiding specific discussion of physical design, it was felt
that each display specification should include a recommended set of attri­
butions concerning its format. Figure 6.3-1 shows the three kinds of at­
tributions which were made. First, the content of the display was cate­
gorized by determining whether the display information related to a situa­
tion, to the status of the system or its users, or to operational data of
some sort. Next, the time base of the display was determined by indicating
whether the display relates to real-time or non-real time, past or future.
Finally, a recommended symbology was ascribed to each display. The sym­
bology relates to the basic encoding scheme for each displayed information
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item. "Alphanumerics" includes decimal-coded arabic numbers and the English
alphabet with related symbols. Alphanumerics also include verbal displays
likespeech. A "literal pictorial" display is a target return from the
syst~m's sensors, or sJmilar-real-world pictorial presentation. Symbolic
pictorial displays are synthetic: route symbols, velocity vectors, and
the like.

The tables beginning on the following page present the system display
requirements and recommendations by operator position. Each operator res­
ponsibility is listed, with all tasks that involve displays given for each
responsibility. Next, the tables present the information item or items
required for each display. The display format recommendations are given
in columnar form. The column headings indicate the symbological basis
(or bases) of the display. Multiple column entry indicate requirements for
several symbologies for single item. Entries pertaining to the nature and
time-base of the display are presented within columns, according to the
fo 11 owi ng key:

D = Data

SI = Situation

ST = Status

RT = Real Time

FT = Future Time

PT = Past Time

Note that the tables also indicate whether the task is performed
routinely or in exceptional circumstan~es. "Coordination!! tasks with

other positions and "communication" with pilots are labelled.
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Page 6.4-1

6.4 CONTROL REQUIREMENTS

System control requirements, by operator position, are presented in
Table 6.4-1, which follows. For convenience in associating displays and
controls, the table of control requirements is formatted in the same way
as the display table, with the same conventions for indicating routine/
non-routine task performance, and coordination with other operators and
communications with pilots. Since a different paradigm was used for
deriving control recommendations, the columnar presentation at the right
of the table is not the same as that used for displays.

A given control can be any of three types. or some combination. It
can be an alpha-numeric control, like a keyboard. It might also be a
discrete control, like a mode switch or an on-off control. Third, it
might be an analog control. with some continuously variable value. Control
recommendations are classified according to this scheme by the three column
headings in Table 6.4-1.

Whatever the control type might be. it can be used for one of two
purposes: (1) passing data to the machine for use in performing some
routine or calculation, or (2) passing to the machine instructions that
are the results of a calculation or decision made by the operator. Accord­
ingly each control is identified by type and also by use - "0" for data.
"I" for instructions.
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6.5 CHARACTERISTICS OF THE MAN-MACHINE INTERFACE

In the preceding sections, the display and control items required.by
the operator at each of the AATMS positions were tabulated. In this sec­

tion, display and control requirements for the system as a whole will be
considered, across operator positions, in a characterization of the inter­

face between man and machines.

6.5.1 System Displays

Table 6.5-1, which begins on the next page, is a consolidation of

the display requirements by information item. Each information item is
described in terms of its content; for example, "operational report infor­
mation", or "present aircraft position. II The table next shows, byappro­
priate markings in five columns, the operator position or positions at
which the display is required. In the last three columns the display
format is identified, using the same scheme as in the individual operator
position tables of the previous section. It will be noted that the display

information requirements are thus both reformatted and consolidated.
Requirements for a total of 114 "displ ays "* can be generated from the 86

unique information items listed in Table 6.5-1.

As Table 6.5-1 shows, the 114.separate displays require only 86
unique information items, because several items are displayed at more than
one operator position. The distribution of unique and common displays by

operator position is presented in Table 6.5-2.

From Table 6.5-2 it can be seen that Position III has the largest
individual number of displays (38). This stems partly from the number of
exceptional situations that can arise in the highly-automated active con­
trol function. For example, four displays are needed in maintaining fl;g~t,

plan conformance by resolving deviations, and three in determining the

. flight plan implications of exercising spacing control. The other

* The term "displ ay", as it is used here, should not be taken to mean an
enti re array or construct of informati on, formatted and presented to an
operator at a console, such as a PPI or an annunciator panel. Display
is used in the more elemental sense of information components or con­
stituents which make up such a construct, i.e., items to be displayed.
Thus, the operator may have at his console one, two, or more devices by
which he receives 10 or 20 of the "displays" identified in this chapter.
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contributor to the large number of displays at Position III is the perfor­
mance of manual tasks connected with emergencies; nine displays are required

for that function alone.

TABLE 6.5-2 DISTRIBUTION OF DISPLAYS SERVING AATMS OPERATOR POSITIONS

INFORMATION DISPLAYS
OPERATOR POSITION

UNIQUE COMMON TOTAL

Data Base IA 13 3 16

Flight Informati on, Flight Advisories IB 12 11 23

Flight Planning and Special Services IIA 15 12 27

Flow Control lIB 2 8 10

Flight Surveillance and Control III 29 9 38

TOTALS 71 43 114

Like emergencies, the function of providing special and emergency

services is a completely manual function. That function is allocated to
Position IIA, but it accounts only for two displays. Most of the 27 dis­

play requirements for Position IIA derive from responsibilities in flight
planning; 13 of the 15 displays that are unique to Position IIA relate to

. flight plan processing (review, approval, and revision).

The flight information/flight advisories position (18), the data

base· position (IA) and flow control (IIB), account for the remaining sys­

tem displays, requiring 23, 16 and 10, respectively.

Table 6.5-2 also reflects something of the nature of each AATMS

position, in that it shows how displays are shared. The data base posi­
tion (IA), for example, shares only three displays with other system

positions. On the whole, the data base position deals with parameters
that are not formatted in operational terms. For example, Position IA
deals not with weather sequences and forecasts, but with weather sensor
data and weather observation schedules.
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The flow control position (lIB), on the other hand, shares most of
his displays. Of the 10 displays at Position lIB, 8 are common to other
positions, for example, systems and facilities status, stored weather

data, and airspace restrictions. The two unique displays at the flow
control position provide nominal capacities and time-period selection for

his flow planning activities.
Positions IB and IIA, responsible respectively for providing flight

information services and for flight plan processing, also have many dis­
plays in common with other positions.

For example, nine displays relating to rules and procedures, weather,

and system status appear at both the flight information services and flight
plans processing'positions.

Position III has, as was mentioned earlier, many displays unique to
the responsibilities of managing active traffic, especially in dealing
with emergencies. The Position III displays that are common to other

positions include rules, weather, and systems status - as well as displays
of current traffic, with symbology for airspace structure and jurisdic­

tional boundaries.

As display content and display distribution among operator positions

were derived, display format and coding recommendations were also made.
(The scheme for making attributions about content, time base,' and encoding
was discussed in Section 6.3 above.) Two members of the human factors

staff with experience in air traffic control reviewed each display infor­
mation item to decide on the attributions of the display. The following

assumptions were made:

e Basic 1995 display coding will be tabular and/or
pictorial, although not necessarily presented on
two scopes or in a two-dimensional mode.

• lnformation from the pilot will be coded alpha­
numerically, although not necessarily verbal;
data link or voice or both can be inferred .

• Display subsystems will be capable of presenting
real time, history, or extrapolated data.

Table 6.5-3 is a summary of display items according to the attributes
of content, time base and format. For example, 27 display items describe
particular situations, like "high imminence conflict" or "intends to correct
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to original flight plan." Except for the flow control position (IIB). all

AATMS operators receive one or more "situation" inputs. Information items

like "communications/navigation systems status" or "ground facilities

status'! were given the attribution. "status." All positions receive one

or more of the five "status" control information items. The attribution

"data" was given to information items like "submitted flight p12n," "stor-er:!

weather forecasts," or "communications channel assignment." Displays

invol ving "data" appear at all AATMS positions.

TABLE 6.5-3 SYSTEM DISPLAY ATTRIBUTES

ATTRI BUn ON

Display Content

Situational Information

Status Information

Data

Display Time Base

Real Time

Future Time

Real/Future Time Modes

Real/Past Time Modes

All Time Base Modes

NUMBER OF
DISPLAYS

27

5

12

55

17

8

3

3

Display Encoding

Alphanumeric 44

Alphanumeric/Symbolic Pictorial 4

Symbolic/Literal Pictori~l Hybrid 10

Literal Pictorial (i.e .• Surveillance) 1

Alpha/Literal/Symbolic Hybrid 27

Given that the physical design of an AATMS display subsystem will entail

decisions about providing human operators with displays whose time base may

involve history ("past time"), present events ("real time") or future possi­

bilities ("future time"). it was felt to be desirable to make judgements
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about time base attributions for each display item. Where the item clearly
inferred a present state of affairs, e.g., "present aircraft position,"
"rules and procedures," "weather sensor data," the attribution "real time"
was given to the display. In situations where human operators might require
extrapolations to make decisions, like "proposed revisions to flight plan,"

or "predicted long-range deviations from flight plan," the display time
base was made "future time." As Table 6.5-3 shows, most dispiay items

were accounted for in one of these time base categories. Some items, like
"clearance issued," inferred both real-time and future modes. Others, like

"operational report infonnation" implied present and past time. All modes
were assigned to items like "information regarding progress of emergency." .

History, present states of affairs, and predicted or extrapolated time
bases are involved in one or more displays at all AATMS positions except

lIB (flow control), which deals with real and future time items but not
with histories.

Basic display encoding was assumed to be either tabular (alphanumeric)
or pictorial. Pictorial displays were further characterized as being literal,
as in a surveillance data display, or symbolic, as in a direction-speed vec­

tor indicator. It can be seen that most display information items have tab­
ular alphanumeric bases or components. Of the 86 display items, 76 fall in

this category; and of the 76, 44 are purely tabular alphanumeric, that is,
they have no pictorial component requirement. All AATMS positions receive

one or more tabular alphanumeric-encoded display items.

All AATMS positions also receive pictorial displays. However, the

flow control position does not deal with pictorial displays involving
actual traffic, such as "present aircraft position" or "correlated posi­

tion and identity". The absence of these displays from the flow control
position is a reflection of the functional assignments for this operator,
in that flow control deals with traffic summaries expressed as numbers of

aircraft per unit time (demand) and with e~ route and tenninal capacity,
again expressed as numbers of aircraft per unit time. Thus,the analysis
of display/control requirement for the flow control position supports the
expectations engendered by the nature of the flow control function.
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Also, as would be expected, those involved directly in AATMS traffic

management receive pictorial displays about aircraft. While Position III,

flight surveillance and control, is the only one at which a "pure" surveil­

lance display is present (that is, the literal pictorial representation of
present aircraft positi.on)., the flight information and flight plan proces­

sing positions receive "correlated position and identification" displays
in connection with their activities as does the flight surveillance/control

position. This form of display is a hybrid, with symbolic pictorial infor­
mation, e.g., vector symbology and alphanumeric identification, appearing

in conjunction with surveillance data.

A second form of hybrid display is one which has an alphanumeric
tabular component plus a symbolic pictorial component, but no literal

pi ctori a1 data. An examp1eof th is type is the di sp 1ay of an accepted
flight plan, which may show an aircraft's future intent in tabular and/or

pictorial form before the aircraft itself is under surveillance. In the
same way, stored weather might be displayed in tabular and pictorial form.

The third form of hybrid encoding involves all three components:

alphanumeric, literal, and symbologic pictorialization. Examples of this
type include displays of "rules and procedures," "stored severe weather

phenomena," or "informati on regarding emergenci es. II

From 86 basic information elements, 114 system display items are

thus derived. These displays constitute the body of information which the

automated portion of the system must provide to the human operator so that
he can carry out his assigned tasks. However, this is only half of the
man-machine interface. Just as the machine communicates information to the
man through displays, so must the man provide data and instructions to the

machine. That is the topic of the discussion in the section on system
controls which follows.

6.5.2 System Controls

This presentation of AATMS control requirem~nts at the recommended
automation level parallels the discussion just completed. The controls

identified for each induced task in the various AATMS functions, presented
I

earlier by operator position (Table 6.4-1), are tabulated here across posi-

tions to provide a system-level analysis. This is followed by a brief con­
cluding discussion of control applications.
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Before examlnlng the table of system control requirements, the reader
may find it useful to review the method by which control requirements were
derived. It will be recalled that when a particular generic task is allo­

cated to the human operator for performance and the next task to be carried
out is allocated to a machine, the operator must be given some means to
communicate his task performance output to the machine. In general, human
operator tasks in AATMS culminate in one of two ways: (1) in establishing,
altering, or confirming some system parameter (like specifying variations

from normal terminal or jurisdictional capacity in flow control) or (2) in
reaching some decision about exceptional situations (like determining

whether a pilot will attempt another approach or proceed to an alternate

airport after a missed approach). Thus, the two basic control purposes are
either to furnish the automated system resource with data or to provide it
with instructions. The first step in analyzing the system control require­

ment was to examine and relate the system functional analysis, the recom­
mended automation level, and the operator position descriptions and func­

tional responsibilities. This formed the basis for enumeration of tasks
allocated to human operators at each position, derivation of the induced

"control" tasks for each operator, and identification of whether the nature

of the task was to provide data or instructions to the system.

The next step was to determine recommendations as to control format.

The intent was to create functional statements of requirements that would
combine the key features of integration in the display-control concepts

with ea~ly identification of possible time saving or work reduction for the
human operator at the man-machine interface. The most critical aspect of

integrated displays and controls that "applies at the generic level is that
the encoding base of displays and controls must minimize requirements for
the human operator to decode, encode, and interpolate. Accordingly, pro­

vision was made for alphanumeric encoding, with associated symbols given
meaning according to a set of conventions like those used in present sys­

tems. Wherever the nature of the task suggested it, identification was
made of opportunities for the use of discrete control devices (such as

switch settings) or dynamic/analog devices (such as light pens).
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Table 6.5-4, beginning on the next page, is a consolidation of the
system control entry requirements and formats. The table shows that some

59 entry items are required for the five AATMS operator positions at the
recommended automation level. It will be noted that while many display

items are common to more than one situation and hence appear acrossoper~

ator positions, control entries are nearly always unique to the task in

question. ' The single exception is the entry "description of guidance
required", which is made both by the flight information position (IA) and

by the flight planning position (IIA). However, most control entry items
are alphanumerically encoded. ' The implication is that some standard key­
board will, therefore, suffice at all positions.

The manual tasks to be performed are such that several opportunities
were found to take advantage of discrete or dynamic/analog input methods.

Discrete controls might be appropriate, for example, in cases like "oper­
ational report required". The control could be a two-position switch
(yes/no) that also enables a keyboard mode when the switch is set to "yes",
allowing the keyboard to function as a video switcher, channeling infor­
mation from some operational activity to a data storage device. Another

case where a discrete control seems appropriate is "10 code assignment not
requi red/requi red". Given that some sort of discrete-address beacon sys-,
tem is to be the primary surveillance mode, the identification of aircraft

I

will normally be automatic. Indeed, if the performance of future beacon

systems justifies it, the task of identification might be altogeher elimin­
ated. However, such basi~ assumptions inferred from specific hardware

were, it will be recalled, outside the scope of the study. Therefore, the

task exists as a generic task, normally automated at the recommended level.

The manual performance is to determine If an identification code assign­
ment is required; and normally it would not be. A control is provided to
account for any exceptions. However, it seems unlikely for a failure to
occur in such a way that it would disable only the identity-sending por­
tion of an aircraft's transponder, or only the identity-sensing portion of

the system's surveillance device. Therefore, it would be appropriate to
investigate the concept of a "yes/no" control set normally at "no".
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Discrete controls involving multiple rather than dual settings

could be used in tasks like "(select) category of information", or "specify
time period to be checked." Such controls could also be used to advantage
in application like "prefers new approach". This is the branch of the
"missed approach" situation in which the pilot elects to go around and try
again. The assumption here is that at a given te~minal ther~ might be

several possible paths the pilot could follow in order to return to and
be merged with the stream of incoming aircraft. Suppose the "prefers new

approach" control to have two "new approach" settings: "standard" and
"other". Setting the control to "standard" would result in a display of

the procedural (that is, previously defined and agreed) vectors appropriate

for the original runway, the weather, and the traffic situation, with the

merge point selected by the computer. Setting the control to "other" VJould

allow the operator to see several merge points and, by changing the air­

craft's landing sequence priority, to select one.

It can be seen from the examples given that the recommendations for

discrete control methods constitute guidelines for study in the process of

selecting physical means for the performance of the generic induced tasks.
The same intent can be inferred where a "dynamic/analog" recommendation is

made for a particular control entry item. For example, "identifying area
of restriction" could be done expediently if a keyboard entry alerted the

machine that an area of restriction is to be defined, then a pointer or
light pen type of device were used to draw the area on a pictorial display.
The same combination of keyboard/light pen might be used to present "pro­

posed modifications to flight plan" or to indicate to the machine a "des­
cription of guidance required". (For-example, to avoid clear-air turbu­

lence, the operator could indicate that he would like the aircraft to be
vectored in thus and such a fashion from this point to that.)

The examples just presented are, perhaps, sufficient to illustrate the

nature of the system control requirements and to convey the intent of the

recommendations made on control methods. Having considered system displays

and system controls separately, it is appropriate to conclude the chapter

with a brief synopsis of their use in system operations.
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6.6 THE MAN-MACHINE INTERFACE IN SYSTEM OPERATION

To allow maximum freedom in future choices of equipment subsystems

and methods of mechanization, this study treated all aspects of the advanced
air traffic management system in a way which emphasized generic functions

and independence from specific physical means. Yet, in attempting to com­
municate functional concepts and operational characteristics of a complex
system, there is always a strong temptation to refer to some notional equip­
ment design as an example of how things might work. Thus, finding ways to
illustrate AATMS control and display concepts without trespassing unduly
into matters of hardware and physical means posed a challenge. The issue
was resolved in discussions among project team members, in which it was

agreed that appropriate qualifiers would be attached to the terms "display"

and "control" and that pictures or sketches of operator consoles would not
be included as illustrative examples. Thus, the discussion of controls and

displays in this chapter has been held at a very general level of abstrac­
tion. However, some concession must be made to the desire for the concrete.

If the reader will temporarily accept the assertion that it is possible to
draw a "generic console", Figure 6.6-1 may be of use in assessing the AATMS

man-machine interface.

6.6.1 Position/Interface Relationships

Figure 6.6-1 is based on the functional interrelationships of the sys­
tem, and the allocation of function to position given in Chapter 2 of this
volume. At each operator position, the circles represent pictorial displays,
the squares represent tabular displays. Note that the flow control posi­

tions (lIB) is not provided with a situation-type pictorial display, but

it does have a tabular display.- Each operator also has a control capability,
represented by the small checkerboard at each position. Dynamic/analog and

discrete controls are not illustrated, but should be considered as present
in some form.

The man-machine interface is thus represented as seen from the "man"

side. The labels superimposed on each position characterize the input/

output relationships at the position in terms of operational parameters and
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processes. The arrows between positions and the links to the aircraft are
a simplified representation of the relationships among positions, with

appropriate products and services labelled.

The system data base is maintained through the activities of Position

IA. The processes that are carried out involve recording and updating in­

'formation on the status and capabilities of the system -- for example, the

ground facilities, the communication and navigation subsystems, and user
characteristics. Position IA also deals with environmental data, soecifi­
cally with weather sensor data, weather observation schedules and reports,

and with other sources of weather information like pilot reports (PIREPS).
The data base position is also the keeper of system records. For that pur­

pose, Position IA can receive on his pictorial display all current, pre­
dicted,or historical traffic data that relates to making reports. In
addition, there are tabular displays such as traffic count, summaries of
operations, and facilities down time.

Position lIB (flow control) deals basically with demand for services

and with predicted system capacity as affected by weather, facilities status,
and other factors impinging on nominal values. He derives, according to an

overall paradigm, the match between capacity and demand over time, called in
the figure the system "flow plan".

Flight information and flight plan preparation services are provided

by Position lB. The operator at this position deals with available airspace
on given routes between points of origin and destination. The Position IB

operator must also take into account the flow plan established by flow con­
trol, and current and forecast weather, required not only for flight plan

preparation but also to perform the function related to providing inflight
advisories.

Position IIA processes and approves flight plans. He also makes pro­

vision for and monitors the progress of special and ancillary services
offerred by the air traffic management system. He receives inputs and

makes outputs that involve "airspace rules" -- structure, usage, areas of
restriction, and so on. Position IIA deals also with current traffic,

firm airspace reservations, the flow plan as created and updated by the
flow control position, and with the weather.
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Accepted flight plans, the "contract" between system and user, are
fed to operators -and machines at Position III, the flight surveillance and
control position. The human operator at position III deals, in his role
as manager, with the overall traffic management plan as originally created
by flight planning and flow control and as modulated or revised by changing
demand, changing intentions, and exigencies. Position III works with the
c~rrent traffic situation, and with the present and near-term future situ­
ation both in en route jurisdictions and at terminal facilities. Position
III deals also with exceptional events: unforeseen effects of weather
(e.g., icing or turbulence), unexpected deviations from flight plan, runway
reversals, and emergencies.

Something of the complexity that surrounds the management of air
traffic can be seen in this simplified characterization of the system man­
machine interface. Even at the recommended automation level; which implies
extensive performance of routine tasks by machines, the human operator must
manipulate information items and control entries in some fourteen disting­
uishable categories relating to the system, its users, and the environment.
In theory, the combined capabilities of the system resource teams made up

of machines and human operators suffice to deal with the anticipated demand.
But it seems clear that. in practice. reaching the level of automation re­
quired to achieve the recommended task allocations to man and machine will
be necessary, but not sufficient, to meeting the desired goals of system
performance. It will be required not only that the basic apportionment of
tasks to human operators and machines is an appropriate one, but also that
the combined power -of men and machines is not constrained or vitiated by
the' effects of conditions at the man-machine interface. Some of- the factors
affecting the character of the man-machine interface are discussed below.

6.6.2 Other Considerations Affecting the Man-Machine Interface

In this study, the resource unit in an advanced air traffic management
system was defined to consist of a human operator, an automated processor,
and an input-output device. In this chapter of the report, attention has
focused, so far, on the input-output device. The number and nature of the
generic displays and controls that are the functional implication of system
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automation have been identified. It would be remiss, however, not to in­
clude some perspective on the results. This is best accomplished by pointing
out some of the factors that must be considered by the system designer in
arriving at a physical specification of display-control devices and subsys­
tems for AATMS. Each of these factors has, it should be noted, implications
for and repercussions on the man-machine interface at every level of detail
in the design process.

Foremost among these design considerations is the effect of actual
physical automation capabilities, as they will be in the 1990 era. A fairly
detailed discussion of this factor is given in th~ chapter on implementation
strategy (Chapter 6, Volume I), and the topic is further addressed in the
RDT&E plan included in Appendix B of this volume. In the end, the tasks ac­
tually allocated to machines will reflect the extent to which machines can
actually perform them. That will be the fundamental determinant of the
nature of. the relationship between man and machine, hence also of the input­
output requirements at the man-machine interface. Deciding that a machine
can "actually perform" a task should be taken to mean that the machine can
be built, that its cost will not be prohibitive, and that when operated and
maintained in field conditions by field personnel its reliability will be
such that failures are neither a real nor a perceived-as-real problem.

In that connection, the value of this project is that a method has
been derived for defining and updating the basic control/display require­
ment attendant to a given level of system automation. Studies and compari­
sons can be made as required when suggestions and proposals for system con­
figurations and equipment designs are put forward, so that the basic effects
of a particular approach on man-machine interactions can be addressed.

A second major factor that will affect the man-machine interface in
the advanced air traffic management system also has to do with machines.
It encompasses, however, not only the machines required for internal system
processes but also the machines used for communications, surveillance, and
navigation. It also embraces the airspace structure, the system procedures,
and the system concept actually pertaining at the time of AATMS implementa­
tion. The factor is termed "homogeneity". The extent to which the system
is actually homogeneous in its make-up will greatly influence how much
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it can be centralized and how uniform its rules and procedures are. For

example, consider the problems inherent in human performance in a non­
homogeneous system. The air traffic controller'of today must learn a very

large number of "ground rules" (perhaps "air rules" would be a better term)

to qualify for unassisted responsibility in a given sector. These rules
relate to the influence of airspace structure, surveillance/navigation/

communication anomalies, and local procedural arrangements on acceptable
control strategies, tactics, and individual decisions. One reason for cen­

tralizing the human operators in the AATMS system concept was to be able
to make relatively large shifts of resources in response to changing pat­

terns of demand. However, this can only be accomplished to the extent that
human intervention to solve some problem in one jurisdiction can be made
in the same way as human intervention in another. In other words, a homo­

geneous system is one in which the system resources are disentangled from
local "ground rules" that require special performance from jurisdiction to

jurisdiction.

The third major factor affecting the man-machine interface relates

mainly to functional management and human resource development. In main­
taining an appropriate number of qualified human operators, it will be
necessary to carry out training activities. If some training is to be
done on the job, it may be necessary to design special display modes.

Such modes would be required, for instance, in order to simulate operational

activity or in order to allow a trainee to step through some problem-solving

process that is ordinarily carried out in a continuous fashion. Similarly,'

it will almost certainly be necessary to create special display modes (and
perhaps even special displays and operator positions) to exercise functional

management and resource control, i.e., to assess the quality of performance
of a given system resource unit and to shift resources to meet varying pat­

terns of capacity and demand. Si nce these sys tem management acti viti es 1i e
outside the inventory of generic operational tasks derived in this study,
specific controls and displays for such purposes are not delineated here,

but the need for them can be clearly foreseen.

Several recommendations for research and development in the area of

system management and resource control are provided in the discussion of



Page 6.6-7

implementation strategy and in the RDT&E plan. However, for the convenience
of the reader, two examples will be given here to save cross-referral.

Consider that, in a "management by exception" system, many of the ex­
ceptional conditions and situations that may develop are probabilistic in
nature. For instance, the incidence of unplanned deviations from original
flight intentions and the incidence of missed approaches could both be ex­
pressed as probabilities, the value of the probability being greatly in­
fluenced by factors like weather. Whenever either or both of these situa­
tions arises, i.e., whenever a pilot deviates from his flight plan or misses
an approach, a certain quantity of machine and human resources is required to
deal with the circumstances.

Suppose that the probability of these exceptions can be predicted -­
that enough data about major interactive factors like weather have been
collected to be able to predict with some certainty that in a given system
jurisdiction when the weather becomes inclement, the expectation is that
some knowable number of deviations and missed approaches will occur. Given
a display of the forecast weather and some set of controls for marshalling
resources, a system resource manager could use such a predictive paradigm
to assign additional machines and operators to the jurisdiction in question.

Consider as a second example the same situation, where weather con­
ditions increase the number of exceptional operator interventions due to
flight plan deviations or missed approaches. The resource manager might
also operate on a real-time basis. The number of control actions an oper­
ator makes per unit time is a measure of how busy he and his machine "part­
ner" are. Displaying this measure in a dynamic form would gfve a resource
manager the means to diagnose overloads and provide relief.
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7.0 IMPLICATIONS FOR OTHER ASPECTS OF SYSTEM DESIGN

The objective of this study was to investigate advanced levels of

automation in an air traffic management system and to delineate system
design requirements which stem from an increased allocation of system
functions to machine resources. This volume of the study report has pre­

sented the design requirements under four major headings: man-machine

resource requirements, estimated operator productivity, failure mode
requirements, and control/display requirements.

The implications of the study, however, go beyond these areas and
touch upon other fundamental aspects of the future air traffic management

system. The purpose of this chapter. is to sketch these implications
briefly and thereby to help set the findings of the study in the broader

perspective of concerns which will influence the design and implementation

of the system.

Four topics are considered:

• Air/Ground Functional Responsibility

• Computer Architecture

• Training
• Cost Factors
• RDT&E Implications

In each case, the treatment is informal and intended only to suggest the
relationship between the major outcomes of the study and these other areas

of concern. Each topic is, of course, deserving of much more detailed
investigation as the design and development of AATMS progresses. In fact,
it seems likely that each by itself could well become the subject of a
major study of the proportions of this one. Therefore, the brief treat­
ment accorded here should be taken not as a measure of the importance of
these implications but as a recognition that, however significant, they
lie outside the central question of automation applications which was

addressed in this study.
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7.1 AIR/GROUND FUNCTION RESPONSIBILITY

The central question of this study was to determine the automatability
of generic air traffic management tasks. The determination was made pri­

marily on the basis of task performance requirements in relation to man and
machine capabilities and only secondarily on the relation of one task tO

I

another. Therefore, the location at which the task was performed (i .e.,
in the ground system or in aircraft) had minor impact on the recommendation

as to whether it would be automated. However, it was evident early in the
study that the future perturbations in the current assignment of air-ground

responsibility would be of considerable interest. Therefore, the generic
functional analysis was deliberately structured to allow examination of
these possible shifts in allocation.

The functional analysis deliberately recognized the requirement to
treat this division of responsibility by describing the totality of func­
tions required to perform air traffic management, including several now
performed in the airborne portion of the system and several others which

are candidates for allocation to aircraft in various future AATMS concepts.
Thus, a firm groundwork was laid for consideration of future adjustments

of air-ground assignment since all candidate tasks were included in the

functional analysis.

The man-machine allocation methodology, described in Volume III of

this report, does not differentiate between the performance of the task in

the air or on the ground. The capabilities required to perform the task

(e;g., monitoring, sensing, decision-making) are independent of the loca­
tton of the human operator or computer. Therefore, as a first approxima­

tion, the assignment of a task to man or machine is compatible with either

an air or ground allocation. However, in the real world, second-order

effects must be considered. The following is a discussion of the impli­
cations for AATMS concept that would be produced by a shift in responsi­
bilities to the pilot.

In studying reassignment of responsibilities, one must first consider
the recommended automation level, described earlier in this volume. This

recommended automation level is consistent with the assignment of functional
responsibility as expressed in the AATMS operational concept. Therefore,
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as a first approximation one can consider that the automation recommenda­

tion is still valid. One can then proceed as follows in determining if a
change is required.

1. Determine from the variations in the operational
concept which tasks will have to be reallocated
from ground to air

2. Calculate a 2 x 2 matrix for each task as below:

Existing
Automation
A11 ocati on

Reversed
Automation
A11 ocati on

Air

Ground

+ flt +llt

+ flIPS* + flIPS

- flt - llt

- flIPS - flIPS

* IPS = instructions
per second

3. Calculate impact on information flow across
ground/air interface because of task transfer

4. Calculate impact on induced tasks for reversed
allocation

5. Assess impact, if any, on failure mode requirements.

Based on the above, all of which is easily calculable from material in this
I

report, it would be possible to assess the impact on automation allocation

changes due to variations in AATMS operational concepts which result in
changes of assignment in air-ground responsibility. From thjs assessment
of impact, it will then be possible to make one of the following recommen­
dations:

• Retain responsibility for performance of the task
on the ground.

• Transfer responsibility for performance to the air
and retain the current automation recommendation
for the task or tasks involved.

• Transfer responsibility for performance to the air,
but change the automation recommendation for one or
more of the tasks to be transferred.
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While the foregoing discussion was oriented to quantitative proce­
dures and methodology that can be applied once variations are made from
the current AATMS operational concept, it is probably also conceptually

helpful to address the same problem utilizing an essentially qualitative
approach. While such a qualitative analysis does not obviate the require­
ment for subsequent quantitative analysis such as those outlined above,

it does perhaps help in the visualization and illustration of the impact
of variation in the reassignment of responsibility for performance of a

function between air and ground.

In attempting to provide such a qualitative description it is helpful

to determine which functions might be candidates for reassignment of the

air/ground responsibility. Such a list of functions might include but
would not necessarily be limit~d to:

• 3.0 - Prepare Flight Plan
• 6.0 - Monitor Aircraft Progress
• 8.0 - Assure Separation of Aircraft

• 9.0 - Control Spacing of Aircraft
• 11.0 - Provide Aircraft Guidance

• 13.0 - Hahdoff

While the air/ground reassignment of responsibility for such func­

tions does not necessarily result in changes in the study results it does
require examination for implications. The study results to be examined
include the following:

• Manpower Requirement
• Data Processing Requirements

• Failure Mode Analysis

• Productivity
• Control and Display Requirements
•. Training
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Finally the impetus for such reassignment of air/ground responsi­
bility would be generated by the following elements of an ATC concept:

• En Route Airspace Management Concept
• Terminal Airspace Management Concept

• Traffic Mix
• Sensor Characteristics

• Facilities

Obviously an exhaustive treatment of all permutations of the 3 variables
is neither necessary nor desirable. Therefore, four cases out of the 180

p~rmutations will be treated to illustrate the technique.
\

Consider first the case where the impetus for the reassignment of
the air/ground responsibility is provided by the ATC concept element of
Terminal Airspace Management. What would be the impact -on the control
and display requirements study results if the responsibility for performing

the Control Spacing of Aircraft Function were to be assigned to the pilot?

It should be noted that the Control Spacing of Ai·rcraft Function in­

cludes those tasks today characterized by the terms metering, sequencing,

and spacing. It would probably be very difficult to shift the metering
and sequencing requirement to the air since this effort requires a centra­

lized optimization technique. However, the maintaining spacing in the
narrow sense of the term could be legitimately transferred to the pilot.

This would require a situation display within the cockpit. If such a
situation display were to be based on ground-based or space-based surveil­

lance it would be desirable to accept the data processing requirement to
make such data appear in an aircraft centered format on the display.

Consider next the case where the impetus for the reassignment of the
air/ground responsibility is provided by the ATC concept element of Sensor

Characteristics such as airborne collision avoidance. What would be the

impact on data processing requirements study results if the responsibility
for performing the Assure Separation of Aircraft Function were to be
assigned to the pilot?
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Since the performance of the Assure Separation of Aircraft Function

is a very major contributor to the ground based data processing load, the
transfer of responsibility would greatly reduce the data processing re­

quirements on the ground.

Consider next the case where the impetus for the reassignment of
the air/ground responsibility is provided by the ATC concept element of

Traffic Mix. In particular, assume aircraft that did not wish to com­
municate intentions were segregated in airspace.

What would be the impact on the manpower requirement study results
if the responsibility for performing the Assure Separation of Aircraft
Function were to be assigned to the pilot?

Since the Assure Separation of Aircraft Function is fully automated
on the ground, there would be no impact on ground based manpower require­

ment. There would, however, be an increase in the airborne manpower re­
quirements since it is not necessarily true that the airborne function

would be fully automated. It may well be, however, that any increased
manpower requirement in the air might be absorbed as additional workload

by existing pilots rather than by increasing of crew size.

Finally consider the case whose impetus for the reassignment of the
air/ground responsibility is provided by the ATC concept element of En
Route Airspace Management. What would be the impact on control and dis­

play requirements if the responsibility for performing the Assure Separation
of Aircraft Function were to be assigned to the pilot?

A requirement would exist to present proximity warning alerts which
would be generated by conflict detection algorithms. Additionally it may

be that conflict resolution suggestions such as climb or turn right may

have to be displayed. It should be noted that the display requirements
for this case are somewhat different from the first case discussed since
the requirements of Assure Separation of Aircraft Function differs consid­

erably from the requirements of Control Spacing of Aircraft Functions.
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7.2 COMPUTER ARCHITECTURE

computer architecture is, of course, more heavily dependent upon the

AATMS operational concept than upon the automation level ~ se. Such im­
plications as can be drawn from the automation applications study lie pri­

marily in the area of computer sizing and not in the general configuration
or the detailed layout of the system. Those factors which will probably

have the most significant impact on computer architecture for AATMS are
listed below in the order of their approximate effect:

1. Future variations in the slope of the curve relating
costs to capacity and information processing rate of
CPU systems,

2. Future variations in MTBF for CPU systems,

3. Future trends in telecommunications cost,

4. Recommended level of automation for AATMS.

Despite the relatively minor impact on computer architecture, it
still seems worthwhile to note a few of the implications that the recom­
mended automation level will have for data processing resources to support

air traffic operations in the 1995 environment. These implications apply
strictly, of course, only to an advanced air traffic management system

composed of a CCC-RCC-THC complex as describe~ earlier in Chapter 2 of
this volume.

There will be a requirement for a very large computer complex at the

two RCCs, each of which will have to have resources capable of handling 7
to 8 million instructions per second. Depending upon the final decision
as to how to meet requirements for failure modes, the size of the RCC com­
plex could vary, with any decrease at the RCCs re'flected in an increase

of the size of the installation at the CCC.

The relatively small data processing requirements at primary and

secondary terminals (29,000 and 7,200 instructions per second, respectively)
suggest the application of a new generation of mini-computers and/or a

time-shared system possibly centered at the THC. The final tradeoff cannot
be made until telecommunication versus time-shared CPU costs become more

clearly known. In any case, either solution poses no technological problems.
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Finally. the requirements derived from the failure mode analysis
strongly point out the desirability of modularity and capability for rapid
reconfiguration of existing capability. If modularity is employed. the
results of the failure modes analysis suggest a module of 7200 ips or
some small multiple of this capability would be a suitable size. The.
desirability of a module of this size can be seen in Table 7.2-1. which
is an extract of that presented earlier in the failure mode analysis.
(Chapter 5).

TABLE 7.2-1 ESTIMATED COMPUTER MODULE SIZE REQUIREMENTS

~10DUL E MODULE S SITEPOSITION SIZE* PER SITE LOCATION

IA DATA BASE 7.200 100 CCC

IB FLIGHT INFORMATION 7.200 2 THC

IIA FLI GHT PLANS 7.200 8 THe

lIB FLOW CONTROL 7,200 5 cce

III ReC 36.000 202 RCC
(5x7.200) (1,010)

III PRIMARY 7,200 4 PRrr~ARY

TERMINAL

III SECONDJlRY 7.200 1 SECONDARY
TERMINAL

III THC 7,200 10 THC

* Expressed as required rate in instructions per second
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In this area of computer architecture one can consider, in addition

to implications of the study results on computer processing location and
arrangement, a parallel question of the implications of the study results
on the location and arrangement of the computer data base. The data base
required by the AATMS will of necessity be both large and dynamic in order
to retain the flexibility of coping with myriad changes in operational

and environmental conditions.

The question then arises as to desired degree of centralization of

the data base. It is perhaps best to consider centralization in terms of

both strategic and tactical functions. subfunctions and tasks. The study

results imply that certain functions such as Control Traffic Flow are

because of their inherant nature candidates for centralization. This
arises since decisions made for one jurisdiction often have significant
impact on other widely separated jurisdictions. Conversely the performance

of the Assure Separation of Aircraft Function only requires access to a

data base covering a small geographical area. Additionally, decisions and
actions in a single jurisdiction rarely impact other jurisdictions at

widely separated geographical locations.

Finally the question of failure does enter into decisions to centra­
lize data bases. In the failure mode analysis in no case did the preferred

strategy call for back-up of a failure by utilizing computing resources
from a non-collocated site (e.g. vertical borrowing). This suggests that

a failure would not imply a requirement to transmit large data blocks
from a non-collocated site. If such transmission is not then required

to compensate for data processing failure, then this perhaps implies that
one should consider that failure modes analysis results support a somewhat
decentralized data base if all other things remain equal.
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7.3 TRAINING

Corson et al. (1970), in an assessment of the air traffic controller
career, included this description of the controller's job.

"The successful controll er appears to requi re--at·
1east--the following special talents and aptitudes:

- A highly developed capacity for spatial perception
- A keenly developed, quick, and retentive memory·
- A capacity for articulate and decisive voice

communication
- A capacity for rapid decision making, combined

with mature judgement. II

Earlier in this report (Volume I), these observations were used to
illustrate a brief discussion of the air traffic controller's job in the
present ATC system. They are repeated here to gi ve perspecti ve to the
changes in selection and training associated with man's role in the aqvanced
system.

If the extent of system homogeneity and the degree of machine aiding
implied in the AATMS automation concept are in fact achieved, there will
be a significant change in human performance requirement, and hence, in
the areas of selection and training. But it is important to keep in mind·
that certain factors inherent in the nature of an air traffic control sys­
tem will still apply.

For example, human operators must stillman the system whenever
services are required, and since aircraft fly day and night, some fom of
shift work will continue to be necessary. The selection of individuals
who have good tolerance for such imposition on diurnal cycles and living
styles will still, therefore, be required. Also, in the case of the
active control position at least, human operators will still be directly
responsible for intervention in exceptional circumstances,' such as air­
craft emergencies. Therefore, the selection of persons who can function
well in these situations will still be an important consideration in the
advanced system. Thus, the capability for decision making and judgement
that Corson described will still apply, and in cases where direct voice
contact with aircraft is involved, so will the voice communications capa­
bility which is so important for the controllers of today.
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However, the requirement for spatial perception and memory capabili~

ties cited also in Corson's sketch of the successful controller should be
reduced greatly by the re-allocation of tasks as a result of system auto­
mation. Much of the information about user characteristics, system rules
and procedures, and airspace structure that controllers now commit to
memory and recall when needed will be stored in the system data base, ob­
tainable by AATMS operators for display as required. While the ability
to understand a situation display (spatial perception) and the ability to
remember applicable information and procedures in handling a given task
(memory) will still apply, the effect of automation will be to simplify
the training required in these areas since the quantities of data involved
will be much smaller than they are today.

The automation of air traffic management activities w~l produce
quanti tati ve di fferences in the number and type of operators needed to man
the system. This is evident from the manpower requirements presented in
Chapter 3. However, there are also qualitative differences which emerge
from the AATMS position descriptions. Positions IIA (Flight Planning) and
III (Flight Surveillance and Control) correspond roughly to controller
options and positions to the present syst~~; and in these areas it is not
difficult to discern a direct evolutionary path from the controllers of
today to those of 1995~ The same does not appear to be true for the
remaining positions (IA - Data Base, IB - Flight Information Services,
and lIB - Flow Control). For example, operators in these positions are not
involved in tasks connected with aircraft emergencies. It seems reasonable,
therefore, to postulate two major career paths in air traffic management
where the system is configured as in the AATMS concept. One path would
involve positions IIA and III; the other would be positions lA, IB, and
lIB. Higher selection criteria for those performance capabilities pecu­
liar to active control might then be set for the IIA-III path than for
the non-control. operator positions. Similarly, training tailored to each
path could be established, so that overall training would include familiar­
ization with activities in the other path, but emphasize content specific
to a given operator's own activities and related to his own career path.
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In addition to the strategic effects of a training approach based
on separating career paths by option, tr~ining content requirements will
be influenced at the levels of learning objectives and instructional
strategy by several other factors. Again assuming (1) that the extent
of automation has been achieved, (2) that there is a concommitant degree
of machine aiding for those tasks still reserved for human performance,
and (3) that there exists the uniformity of performance requirements
entailed in a homogeneous system, the principal factors are:

• The System Concept - The way in which the system
management concept evolves will have an effect on
instructional emphasis and course content. For
example, is functional management to be handled by
individual operators or centralized in a special
position specific to the purpose?

• The System Hardware - The particular choices made
in surveillance, communications, navigation, and
system-internal hardware will dictate specific
training content, e.g., display interpretation and
control operation.

• The System Operating Procedures - The regulations
and rules pertaining to the airspace structure, to
users, and to the system itself will have a sub­
stantial effect on operator training in areas such
as user class and capabilities versus basis of
flight and airspace restrictions, procedural arrange­
ment governing climb-out course, speed, and rate of
ascent after a missed approach, system reconfigura­
tion procedures, and requirements for qualified
operators to give on-the-job. training to new
personnel.

It can be seen, then, that the effect of automation to higher levels
will not produce an undiluted reduction in training requirements or
training time. Whereas the AATMS operator may have less to learn about
routine control tasks than he does today, he will have more to learn
about how particular automated routines work, so that he can make intelli­
gent use of the data processing resources at his disposal. Even though
the system may be much more homogeneous than that of today, it is diffi­
cult to foresee a completely uniform system (for example, military mission
service requirements will, it would seem, always necessitate local varia­
tions in procedure). Since the AATMS operator is envisioned to be dealing
with a larger volume of airspace than today's controller, the net effect



Page 7.3-4

may be that training time required will be similar to that of the present
system, i.e., fewer "ground rules" but a larger airspace volume approxi­
mates the training content and time requirement of today, given equivalent
teaching methodology.

Having assessed in a general way the similarities and differences
between present air traffic controller training requirements and those
implied in AATMS, it is also in order to consider for a moment the possi-_
bilities for training method 'offered by extensive automation. Two aspects
of the system merit continued study as the system design evolves. They
are (1) making use of the system's data processing resources for training
purposes, and (2) finding ways to keep system operators pre~ared for
events that are (or at least should be) by nature infrequent.

In the discussion of system controls and displays (Chapter 6 of this
volume), it was pointed out that special display modes might well be appro­
priate for training purposes. In the same vein, it may b~ justified to
examine ways to use the extra data processing capabilities provided at
each system facility to generate training exercises for AATMS operators.
To the extent that system procedures are indeed uniform, the content of
the exercises may be stable enough to justify the cost of computer-based
or perhaps computer-mediated instructional programming. Given such
methods, it is conceivable that the present necessity for extended
training at a central facility followed by a further period of qualifica­
tion training after assignment in the field may be obviated. Reduction
or elimination of this extended apprenticeship could have important cost
implications by tending to defray the extra data system software costs
involved in generating the necessary ~raining sequences.

In any case, the system data processing capability may be critical
to providing simulated "refresher" training exercises for those AATMS
operators (Position III) who deal with unusual situations and aircraft
emergencies. Since ,these events occur very infrequently, such training
may be vital in minimizing the effects of "forgetting" and in keeping
"warm-up" time requirements within tolerable limits.
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To summarize, the principal implications for training which emerge
from the characteristics of an advanced air traffic management system
are:

I Operators at flight surveillance and control positions
will require training comparable in several ways to
today's controllers because of their problem-solving
role.

I This comparability does not necessarily extend to
other AATMS positions. If separate career paths can
be established for Option I and Position lIB in one
case and Positions IIA-III in the other, the potential
exists for economies in operator training.

I In general, operators will not have to learn as much
about routine tasks as they do today. But this reduc­
ti on wi 11 be partly counterba"lanced by requi rements to
learn about the data processing subsystems and to learn
about local variations in large volumes of airspace.

I Detailed training requirements will be influenced by
the system hardware, the operating procedures, and the
system concept.

I Specific training methods will be a function of 1990
instructional technology and funds. However, the
presence of a large data processing capability within
the operational system offers a clear opportunity for
exploration of computer-based or computer-mediated
training, particularly for the purpose of maintaining
critical skill levels at the flight surveillance and
control positions.
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7.4 COST FACTORS

The major inputs for estimation of cost factors are contained in the
detai led manpower and data processi ng requi rementsassoci ated wi th the
recommended automation level. (See Chapter 3 of this volume.) However,
there are perhaps certain other implications for cost which may be derived
from this study. They are set forth briefly below.

• Software Development - This has an extremely large
impact on the system cost. By the 1995 time period
the impact of this cost factor may well exceed'that
of the computer hardware. The recommended automation
level does not involve software development which is
beyond the state of the art. In particular, the de­
cision to recommend that special and emergency services
remain manual tasks has greatly reduced the difficulty
of software development from a system which is fully
automated.

• Facility Configuration - The recommended automation
level requires that certain tasks be performed at the
THC, primary and selected secondary terminals. Since
the data processing requirements are small at the pri­
mary and secondary hubs and many hubs exist, a possible
trade-off exists between a time-shared versus mini­
computer system in terms of computer architecture.
This suggests that cost factor inputs data relating to
computer costs versus size and telecommunications costs
be carefully derived.

• Operations and Maintenance - The fact that such a large
portion of the data processing load is concentrated at
the CC and the RCCs in the current AATMS facility con­
cept implies that considerable economies of scale will
be achieved in the area of operations and maintenance.

• Hardware Development - The requirement for computational
speed created by air trafflc management demands is mini­
mal. Of course, increases in CPU speed increase programs
throughput. However, since many of the problems can be
worked in parallel, no fundamental requirement exists
for high CPU speeds. The problem of memory size does
appear to requi re attenti on. The manifol d, advantages
accruing from programming in higher level languages can
only be realized if memory capacity is sufficient. For
programming at the complexity level associated with the
recommended automation level, the implication is that
increases in cost due to large memory requirements will
probably be more than offset by reductions in software
development costs.
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, • Training - Since the recommended automation level
results in the human operator being assigned a manage­
ment role, the training requirements will change from
today's system. Cost factors for training should take
account of increase in cost for more sophisticated
instructors, higher wage level demanded by individuals
capable of being trained as managers, and possible in­
creases in training time requirements.

• RDT&E - Much of the RDT&E required for AATMS automation
rs-aTready included in FAA plans. It is imperative to
develop cost factors which .result in RDT&E costs being
calculated once and only once in order to insure evalua­
tion of the AATMS program on a consistent and accurate
basis .

• Implementation Plans - In preparing cost factors for
system implementation, it is imperative that the pro-
gram costs for the demonstration facility described in
Chapter 6 of Volume I be properly attributed to existing
FAA programs as opposed to an AATMS-exclusive requirement.
Since much of the data base would exist regardless of the
AATMS program, implementation plan cost factors should
properly account for this duality of data base usage.

Finally, while the detailed costing of alternative was deliberately
not included in the scope of the study, some implications can perhaps be

drawn as to gross impact of automation on manpower costs.

Based on the data presented in Section 3.5 of this v~lume, the
salary costs for the Air Traffic Operations would decrease by approx­

imately $350M per year in 1995 relativ~ to similar costs in 1982. ,It
should also be noted that this decrease would be taking place during a

period when the demand is increasing by approximately 50% (Section 2.1
of this report). The combination of a total salary cost decrease of

better than 50% in the face of a 50% increase in demand indicates the

salary cost reduction potential-available from additional automation.

However, it should be recognized that any discussion of costs in­

evitably must be based on many assumptions. Therefore, the reader
interested in detailed examination of costs (which was beyond the scope

of the TRW Automation Application Study) is referred to other studies
performed during the AATMS concept formulation effort where the question
of costs is addressed in detail.
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7.5 RDT&E IMPLICATIONS

7.5.1 Introduction

The purpose of this section is to delineate the implications and

impact that certain automation application study results would have on

the RDT&E plan contained in Appendix B of Volume IV. Since the RDT&E

plan was deliberately prepared so that it was capable of presentation

as a stand alone document, it does not reference the remaining portions

of the study. The inclusion of this section (7.5) will result in pro-

viding the reader, with some insight into the implications and impact

of various study results on the stand alone RDT&E plan.

7.5.2 Interrelationships Between Automation Applications Study
Results and Recommended RDT&E Subprogram Items

Specific Automation Study results (e.g. Implementation Plan,

Failure Mode Analysis, etc.) have implication and impact on the indi­

vidual subprogram items (e.g., 222-101 Man-Machine Interface, 222-203

Computer Programming, etc.) The relationship due to impact and impli-

cations of the study results is illustrated in Figure 7.5-1. In this

figure the inclusion of an indicator dot represents the fact that im-

plications for a particular RDT&E subprogram element can be drawn from

the study result indicated.

7.5.3 Impact and Implications of Study Result on Specific RDT&E Sub­
Program Elements

The discussion of the impact and implication of the study results

has been organized so that each subprogram element is discussed in turn.

This will facilitate comparison with the RDT&E plan contained in Appendix

B of Volume IV.



22
2-

10
0

22
2-

20
0

22
2-

30
0

HU
MA

N
FA

CT
OR

S
RD

T&
E

O
P
E
R
A
T
I
~
N
A
L

SO
FT

W
AR

E
OP

ER
AT

IO
NA

L
HA

RD
W

AR
E

AA
TM

S
AU

TO
M

AT
IO

N
RD

T&
E

V
!

V
!

SU
3P

RO
GR

AM
EL

EM
EN

TS
C1

l
'"

E
u

V
!

u
V

!
-<

:
en

V
I

'"
E

'"
e

+
"'

e
e

....
C1

l
'+

-
0

";::
0

AA
TM

S
l-

+
"'

en
l-

E
C1

l
V

I
e

llJ
+

"'
0

E
+

"'
+

"'
>

,
+

"'
'"

en
'"

'"
en

AU
TO

M
AT

IO
N

e
V

!
l-

e
I-

::;:
l-

I-
V

!
e

-
.0

(l
J

-
llJ

C
"1

'"
'"'

::
J

(l
J

"'
-

0
Q

0
N

ST
UD

Y
RE

SU
LT

S
(l

J
U

]
e

...
0

';;
;

I-
0

e
(l

J
0

-
+

"'
V

1

Q
j

en
V

!
+"

'
l:

:
+

"'
"'

..c
.

e
::::

>
e

0
...

e
u

V
!

I-
~
U

N
e

M
W

q
-

,
~

"'
f'

..
l°

r
-

M
ll

J
~

'"
N

'-
M

>
,

'<
1

"l
lJ

a
'"

D
C

0
O

E
L

o
u

O
+

"
'

O
+

"
'

O
U

D
C

0
'
"

C
'

+
"'

~
L

~
0

~
<

:
~

O
J

N
e

N
'"

('
./

:-J
M

C
"

M
::

J
(
'
1
~

M
::

J
I

,
,

V
I

'''
'

I
+

"
,

':
:
J

'
l
-

I
C

L
,

::
J

I
:=

,
"'

-
,

"'
-

VO
LU

ME
RE

SU
LT

N
c:

,"
,'

I-
N

E
<:

'-.\
U"

'I
1

N
U

N
O

'
N

E
N

'"
N

i:
:;

;
N

V
I

N
==

N
'"

N
llJ

N
::

J
N

>
,

C'
>J

':I
I

N
n.

.
(
',

J
':

:)
N

t:
"

N
O

N
'
~

N
O

N
L

N
f
L

N
:.

L
.:

N
u

,
N

n
::

N
U

{
,,

-I
U

"
,n

::
N

U
N

O
N

U

I
Im

pl
em

en
ta

tio
n

S
tr

at
eg

y
(6

.3
)

•
•

•
•

Im
pl

em
en

ta
tio

n
S

tr
at

eg
y

A
pp

li
ca

ti
on

(6
.4

)
•

•
•

I
m
p
l
e
m
e
n
t
~
t
i
o
n

D
ev

el
op

m
en

t

•
P

ri
o

ri
ti

es
(6

.7
)

•
•

•
•

•
•

•
IV

Re
co

m
m

en
de

d
A

ut
om

at
io

n
Le

ve
l

•
Sy

st
em

M
an

ni
ng

R
eq

ui
re

m
en

ts

•
O

pe
ra

to
r

P
os

it
io

ns
T

as
ks

an
d

D
ut

ie
s

I
•

F
ai

lu
re

M
od

e
A

na
ly

si
s

•
C

on
tr

ol
R

eq
ui

re
m

en
ts

•
D

is
pl

ay
R

eq
ui

re
m

en
ts FI

Gl
!R

E
7.

5-
1

IM
PA

CT
Ar

JD
IM

PL
lC

AT
IC

1iS
OF

.n.
UT

Cr
t,J

IT
lO

'I
A
P
~
L
I

CA
TI

ON
ST

UD
Y

RE
SU

LT
S

0;1
R

D
nE

-0 ~ lQ (l
)

'-
J

U
1 I N



Page 7.5-3

7.5.3.1 Man-Machine Interfaces (222-101)

Some of the implications for the Man-Machine Interface subprogram

element are discussed in the implementation strategy (see 6.3 of Volume

I). In particular the importance of developing techniques for displays

of management information is discussed. The tentative conclusions

suggest that RDT&E will be necessary to develop supression of extraneous

data and the development of non-situation displays. In particular, emphasis

in RDT&E should be placed on development of non-pictorial displays for

non-product oriented assessments of machine operations (e.g. input/output

rates, current core usage, predicted core usage maintenance status etc.)

In the discussion of the application of the implementation strategies

(Sec. 6.4 of Volume I) indicates the impact of the implementation strategies

on the man-machine interface RDT&E subprogram element. In particular, during

the translation from the functional theoretical treatment detailed in this

document to the specifications of the prototype it will be necessary to do

RDT&E with a view to confirming man/machine allocations such as some of the

manual tasks in Function 6 associated with inputting of flight surveillance

information.

Finally while for the purposes of this automation applications study

it was necessary and proper to quantize a task as either manual or auto­

mated, it is recommended that during the specification preparation phase

of the implementation it would be appropriate to initiate a pilot program

to determine for selected tasks the impact of quantization at the subtask

level. This then might result in certain tasks being recommended as machine
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aided manual tasks. Such further optimization of the allocation via

RDT&E efforts would be quite appropriate and expeditious during that

phase of the implementation plan.

The requirement for the RDT&E detailed above is a direct impli­

cation of the study results detailing the recommended level of automa­

tion (sec. 3.4 of Volume IV). Examination of the character and content

of the tasks recommended for automation resulted in the realization that

the role of man as a manager will be sufficiently different from the role

as executed today that simple extrapolation of the man/machine interface

research will not suffice and that RDT&E will, in fact, be required.

7.5.3.2 Personnel Sub-Systems (222-102)

This subprogram element is impacted by three specific sections of

th~ study results. Based on the results presented in the discussion of

implementation strategy (See 6.3.1), the early RDT&E will be required to

develop the prototype staffing plan. In other words, the first RDT&E,

leading to implementation of the total system, will be the development of

a' system-like staffing plan scaled down for the prototype.

Based on the results presented in the section on application of the

implem~ntation 'strategy (Sec. 6.4.4 of Volume I), there will be a require­

ment for additional RDT&E in the personnel subsystem subprogram area.

Prior to the final design of the prototype facility, investigations will

be required to determine the appropriate allocation between centralized

and decentralized management of the certain automated resources. Finally,

after the prototype facility becomes available there will be a requirement
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for RDT&E studies in determining optimum size of teams or groups of human

operators together with optimum sizing of the system geographical sub­

divisions.

Finally, the RDT&E will be impacted by the requirement to plan for

an entirely new set of tasks, duties, and operational procedures associated

with the human operators. The pertinent study results which are discussed

in Section 2.5 of Volume IV point out the fact that the new role for the

human operator is in considerable variance with today's accepted role model

for todays controller. In particular, RDT&E will be required to substantiate

the feasibility of including some of the duties currently performed by FSS

personnel as a subset of the set of duties recommended for inclusion as

part of the role for Position IB, Flight Information Officer.

7.5.3.3 Human Engineering (222-103)

This subprogram element is impacted by three specific sections of

the study results. Based on the results presented in the discussion of

implementation strategy (Sec. 6.3 of Volume I) the early RDT&E in this

subprogram area wilT be concentrated on insuring the compatibility of

displays, controls and consols with human operator needs. In particular,

this RDT&E will serve as the basis for generation of the human engineering

portion of the prototype facility specification.

Based on the results presented in the discussion of implementation

strategy application (Sec. 6.4 of Volume I), additional RDT&E will be re­

quired in the pre-prototype phase for study of the display and control

needs required for system failures other than automation failures (e.g.

sensors, communication links, etc.)
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Finaliy, there are significant implications for this subprogram

elements based on the results contained in the discussions on the rec­

ommended automation level. For this level approximately 40% of the

human operator workload was associated with the induced tasks of reading

displays and entering data. In actuality this is a low percentage due

to attempts in the study to minimize induced tasks. Since these esti­

mates for induced tasks were necessarily based on conventional techniques,

it appears that RDT&E oriented to novel data entry and display concept

would be desirable if further reductions in manpower requirements are

desired.

7.5.3.4 System User Interface (222-104)

This subprogram element is impacted by the results contained in

the discussion of implementation development priorities (Sec. 6.7 of

Volume I). As can be seen in Table 6.7-1, many of the user-interface

tasks occur late in the development priority listing (e.g., subfunction

1.1, Receive Requests for Flight Planning Information; 12.3, r~otify

Pilot of Imminent Encounter with Hazardous Weather Phenomenon). While

these subfunctions are vital, in terms of scheduling, RDT&E can probably

be deferred on many of the subfunctions associated with the system-user

interface if such delay is necessary to expedite RDT&E on subfunctions

occurring earlier in the development priority list.

7.5.3.5 Redundant Operations in Operating Software (222-201)

The study, results presented in the portion of the report which dis­

cusses the recommended automation level (Sec. 3.0 of Volume IV) have important

implications for this subprogram element. The high level of automation
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which is recommended, particularly in the providing of separation assurance

service, suggests the requirement for error free software. While redundant

software operations offer considerable promise of providing such error free

operation, the technique is still undeveloped and considerable RDT&E will

be required.
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7.5.3.6 Operational Algorithms (222-202)

This subprogram element is impacted by two specific sections of

the ~tudy results. Based on the results presented in the discussion of

implementation development priorities (sec. 6.7 of Volume I) there is

an early requirement for work in this subprogram area. As can be seen

in Table 6.7-1 conflict detection and resolution subfunctions occur

very early in the list of development priorities. Thus RDT&E in the

subprogram area should be initiated/continued at an early date.

Additional implication for this subprogram area can be drawn from

the study results discussed in the section detailing the recommended

automation level (Sec. 3.4 of Volume IV). As can be seen in Figure

3.4-5 a large amount of the data processing requirements are associated

with functions 6~ 7, 8. These functions include the conflict detection

and conflict resolution algorithms. Any increases in efficiency of

execution of those algorithms will thus provide major payoffs in reducing

data processing requirements.

7.5.3.7 Computer Programming (222-203)

This RDT&E subprogram element is impacted by the results discussed

in the section on the recommended level of automation (Sec. 3.4 of Volume

IV). The implications that can be drawn from the high (70%) level of auto­

mation which is recommended is that RDT&E leading to increased programming

efficiency (instructions/programmer-Day) would be quite cost effective.
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Also the fact that it is recommended that the safety-critical separation

assurance function be automated implies that RDT&E will definitely be

required to support more efficient process for generation of error free

code.

7.5.3.8 Redundant Operations in Operational Hardware

This RDT&E subprogram element has been significantly ~mpacted by

the results presented in the section of the study results detailing the

failure modes analysis (Sec. 5.0 of Volume IV). This section indicates

the feasibility of applying a failure mode strategy that minimizes the

requirement for redundant hardware. As can be seen in Table 5.4.3 there

exists a requirement under this strategy for hardware redundancy for equip­

ment to execute only 3 of the subfunctions. Based on this study result

the RDT&E on redundant operations in operational hardware can be deempha­

sized unless a different failure modes strategy is selected.

7.5.3.9 Communications in Operational Hardware (222-300)

This subprogram element is impacted by the study results discussed

in the section of the report detailing system manning (Sec. 3.5 of Vol. IV).

This section points out some of the inherent inefficiencies associated

with any decentralized system having human operators at multiple locations.

However, any attempt to reduce the inefficiencies of decentralized siting

will require additional RDT&E in order to evaluate properly the possibility

of offsetting communications costs incurred by.the centralization of the

system.
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7.5.3.10 Displays (222-303)

This ROT&E subprbgram element is impacted by three specific sections

of the study results. The results detailed in the section of Implementation

Strategy (6.3 of Volume I) indicate that timely RDT&E will be required in

order to produce control and display specifications for the prototype

facility. In particular, as pointed out in this section, RDT&E will" be

required in order to evaluate the desirability of supressed" displays,

large size displays and non~situational displays.

The study results discussed in the section of the report detailing

control requirements (Sec. 6.5 of Volume IV) have implications for ROT&E.

As can be seen in Figure 6.5-4 the majority of control inputs involve

alpha-numeri~ information. Therefore, utility of RDT&E concentr~ting on

increasing the efficiency of inputting such data can be implied from the

study results.

Finally, the study results relating to display requirements (Sec.

6.5 of Volume IV) have implications for RDT&E. As can be seen in Figure

6.5.2 a considerable number of the information items displayed to the

various operator positions are common to more than one position. If many

of the display items are common this implies that RDT&E on establishing

feasibility of "commonality" and modularity in console design should prove

cost effective in reducing subsequent development costs.

7.5.3.11 Computer Sizing (222-304)

The study results discussed in the section on Recommended Automation

Level (Sec. 3.4 of Volume IV) indicate that the required computer resources

will be extensive (about 24 MIPS). In addition these resources may be

further increased depending on the specific computer system architecture

selected. Since the study results indicate that the baSic computer require-
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ment is relatively large, they imply that RDT&E on optimization of system

architecture is required in light of the total size of the system.
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APPENDIX A

CONTROLLER ACTIVITIES LISTINGS

Chapter 3, the discussion of manpower and data processing require­
ments in AATMS, includes a description of the method of estimation for man­
power requirements: task frequency multiplied by manual performance time
equals man-hours required. Wherever possible, the task performance times
for manual tasks were drawn (by match or by analogy) from empirical data.
The sources of empirical data were relevant studies of controller activities
observed, tabulated by source:

Section A-l, Davis and Wallace (1961), Davis et al. (1963).

Section A-2, NAFEC (1970). This section includes the data
categories used in published studies, and in the unpublished
work whose source data were kindly furnished to the study
team.

Section A-3, Staffing Standards Branch, Office of Management
Services, FAA. These activity categories were used for ob­
servation of ATC personnel at Flight Service Stations, in
'connection with the preparation of a staffing standard. The
standard had not been promulgated at the time of report prep­
aration for this study, but the source data were kindly fur­
nished to the study team.
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A-l DAVIS AND WALLACE (1961), DAVIS ET AL. (1953)

A-l.l Controller Gives Information

A-l. 1. 1 Wi th in Sector

Pass position information to C-8/tracker
Request position from C-8
Request altitude from C-8
Pass clearance to radar
Give handoff to radar
Give information to rada.r
Request information from radar
Request position from D
Pass altitude from D

A-l.l.2 To Sector

Pass position information to sector
Pass change altitude to sector
Pass clearance to sector
Gives handoff to sector
Pass departure to sector
Pass cancellation to sector
Pass request for ADP approach clearance to sector
Request position information from sector
Request altitude information from sector
Pass progress to coordinator
Pass information to coordinator
Pass altitude information to coordinator
Pass traffic to coordinator

Request coordinator to confirm altimeter set

A-l.l.3 To Center

Pass position information to center
Pass altitude information to center
Pass clearance information to center
Pass departure information to center



Pass cancellation information to center
Pass change frequency information to center
Request center to verify position
Request progress from center
Request change altitude from center
Request EAC from center
Gives handoff to center

A-l.l.4 To Pilot

Pass position information to pilot
Advise unable to change altitude/route
Advise radar contact unable/lost beacon
Advise beacon OK
Radar contact
Advise radar separation being used
Radar service terminated
Entering/leaving pathfinder
Gives EAC to pilot
Gives NOTAM to pilot
Gives NOTAM and EAC to pilot
Traffic advisory
Flight advisory service
Advise pilot of back-up frequency
Give altimeter setting to pilot
Time check
Give pilot reason for slowing aircraft

A-l.l.5 To FSS

Request position information from FSS

Page A-3
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A-l.2 Controller Receives Information

A-l.2.l Within Sector

Rece i ve pos it ion i nforma ti on from coordinate/radar
Recei ve altitude information from coordinate/radar
Receive request for position information from coordinate
Receive position information from C-8
Recei ve altitude approval request from C-8
Receive clearance from C-8
Receive departure from C-8
Receive weather from D

A-1.2.2 From Sector

Receive pos it i on information from sector
J

Receive altitude information from sector
Rece i v.e change altitude from sector

Rece i ve change route from sector

Receive progress and change route from sector

Receive departure from sector

Receive handoff from sector
Receive traffic from sector

Receive request for position information from sector
Receive request for altitude information from sector
Receive request for altitude approval information from sector
Recei ve request for clearance information from sector
Receive progress and request for clearance information from sector

A-l.2.3 From Center

Receive position information from center

Receive altitude information from center
Receive change altitude from center
Receive route from center

Receive position information and route from center
Receive handoff from center

Receive request for position information from center
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Receive request for altitude information from center
Receive request for route from center
Receive request for vector from center
Receive request fur information from center

A-l.2.4 From Pilot

Receive position information from pilot
Receive altitude information from pilot
Receive change altitude from pilot
Receive heading and altitude from pilot
Receive altitude and holding preference from pilot
Receive report leaving altitude from pilot
Receive route and altitude request from pilot
Receive route information from pilot
Receive change route from pilot
Receive heading from pilot
Receive traffic information from pilot
Receive weather from pilot
Pilot advises presently thirking
Receive request to verify position from pilot
Receive request for altitude assignment from pilot
Receive request for altitude information from pilot
Receive request for ~hange altitude from pilot
Receive request for verify heading from pilot
Receive request for change route from pilot
Receive request for vector from pilot
Pilot asks if in radar contact
Receive request re: EAC from pilot
Receive request for traffic from pilot
Receive request for flight advisory service from pilot
Receive request for information on another aircraft from pilot
Receive request for equipment information from pilot
Receive request for information from pilot
Receive request for altimeter setting from pilot
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Receive request for frequency from pilot
Receive request to change frequency from pilot
Receive request to leave frequency from pilot
Receive request for reason for slowing from pilot

A-l.2.5 From Tower

Receive position information from tower
Receive weather from tower
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A-l.3 Coordination

A-l.3.l Within Sector

Coordinates position information with tracker/radar/D/or C-8
Coordinates altitude/change altitude with track/radar/D/or C-8
Coordinates route with tracker/radar/D/or C-8
Coordinates route and altitude with tracker/radar/D/or C-8
Coordinates change frequency with tracker/radar/D/or C-8
Coordinates departure with tracker/radar/D/or C-8
Coordinates possible conflict with tracker/radar/D/or C-8
Coordinates holding with tracker/radar/D/or C-8
Coordinates handoff with tracker/radar/D/or C-8
Coordinates clearance with tracker/radar/D/or C-8
Coordinates EAC/route and EAC with tracker/radar/D/or C-8
Coordinates separation with tracker/radar/D/or C-8
Coordinates traffic information with tracker/radar/D/or C-8
Coordinates strip information with tracker/radar/D/or C-8
Coordinates mission information with tracker/radar/D/or C-8
Coordinates frequency with tracker/radar/D/or C-8
Coordinates equipment with tracker/radar/D/or C-8
Coordinates instructions with tracker/radar/D/or C-8
Coordinates aircraft identity with tracker/radar/D/or C-8
Coordinates on who worked aircraft with tracker/radar/D/or C-8
Coordinates NOTAM with tracker/radar/D/or C-8
Coordinates beacon with tracker/radar/D/or C-8
Coordinates position and route with tracker/radar/D/or C-8
Coordinates flight information with tracker/radar/D/or C-8
Coordinates time with tracker/radar/D/or C-8
Coordinates MAC areas use with tracker/radar/D/or C-8

A-l.3.2 With Sector

Coordinates position information with sector coordinator
Coordinates altitude information with sector coordinator
Coordinates change altitude with sector coordinator
Coordinates route and altitude with sector coordinator
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Coordinates altitude and instructions with sector coordinator
Coordinates route with sector coordinator
Coordinates altitude approval request with sector coordinator
Coordinates change route with sector coordinator
Coordinates route and frequency with sector coordinator
Coordinates vector with sector coordinator
Coordinates clearance with sector coordinator
Coordinates departure with sector coordinator
Coordinates handoff with sector coordinator
Coordinates radar separation with sector coordinator
Coordinates mission with sector coordinator
Coordinates beacon with sector coordinator
Coordinates EAC with sector coordinator
Coordinates traffic information with sector coordinator
Coordinates frequency with sector coordinator
Coordinates radio with sector coordinator
Coordinates equipment with sector coordinator
Coordinates block with sector coordinator
Coordinates strip information with sector coordinator
Coordinates instructions with sector coordinator
Coordinates weather with sector coordinator
Coordinates identity or type unknown with sector coordinator
Coordinates NOTAM with sector coordinator

A-l.3.3 With Center

Coordinates position information with center
Coordinates altitude information with center
Coordinates change altitude information ~ith center
Coordinates position and change altitude with center
Coordinates altitude approval request with center
Coordinates altitude release with center
Coordinates route with center
Coordinates change route with center
Coordinates heading with center
Coordinates vector with center



Coordinates hold/delays with center
Coordinates possible conflict with center
Coordinates clearance with center
Coordinates handoff with center
Coordinates traffic with center
Coordinates traffic advisory with center
Coordinates identity wi;h center
Coordinates equipment with center
Coordinates separation with center
Coordinates EAC with center
Coordinates military mission with center
Coordinates aircraft information with center
Coordinates frequency with center
Coordinates change frequency with center
Coordinates communications with center
Coordinates radio with center
Coordinates call back with center
Coordinates instructions with center
Coordinates speed with center
Coordinates NOTAM with center

A-l.3.4 With Tower

Coordinates position information with tower

Coordinates altitude information with tower

Coordinates route with tower
Coordinates clearance with tower
Coordinates EAC with tower
Coordinates frequency with tower
Coordinates change frequency with tower
Coordinates NOTAM with tower

A-l.3.5 With Pil ot

Coordinates altitude information with pil ot

Coordinates route with pilot
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A-l.3.6 With Flight Data

Coordinates position information with flight data
Coordinates altitude with flight data
Coordinates altitude and position with flight data
Coordinates instructions and altitude with flight data
Coordinates equipment with flight data
Coordinates strip information with flight data
Coordinates instructions with flight data

A-l.3.7 Other

Coordinates equipment with flow control
Coorpinates NOTAM with watch supervisor
Coordinates frequency with maintenance
Coordinates equipment with maintenance
Coordinates equipment check with maintenance
Coordinates aircraft identity with SAGE
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A-l.4 Controller Gives Control Instructions

Request position

Request altitude
Change altitude
Change altitude and vector
Change altitude and altimeter setting

Maintain altitude
Request altitude and issue traffic advisory

Clearance and change altitude
Request route
Request heading

Change route
Vector

Hold
Vector and beacon instructions

Advise pilot to expect clearance
Clearance
Clearance and altimeter setting
Disregard last clearance
Beacon for identification
Beacon for identification, radar contact, and clearance

Beacon instructions
Leaving pathfinder and beacon instructions
Radar contact
Radar contact and change altitude
Radar contact and request al.titude

Radar contact, change altitude and vector
Radar contact, change altitude and clearance

Radar contact and clearance

Radar contact, clearance, change altitude, altimeter setting
Radar contact and beacon identification

Radar contact and unable beacon identification
Change frequency (including sector and center)
Change frequency center and leaving pathfinder
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Beacon instructions and change frequency
Beacon instructions, change frequency and radar service termi.nation
Beacon instruction. change frequency, radar service termination.
flight advisory .

Radar service terminated and change frequency
EAC and change frequency
Slow'and EAC
Slow to hold speed



A-l.5 Manual Controller Activities

Scans strips
Scans strips (secondary)
Sequences strips
Marks strips
Removes strips
Removes and sequences strips
Scans, removes and sequences strips
Checks block strips
Deliver strips
Scans scope
Clear scope
Note Chaff marks on scope
Move targets
Move targets (secondary)
Prepare targets
Erase targets
Note possible conflict
Scan adjacent board
Check frequency chart
Equipment
Change equipment
Compute estimate
Compute ETA
Check map
Draw map
Check NOTAM
Check refueling schedule
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A-l.6 Controller Communications

Unsuccessful communication
Radio
Standby/waiting
Wrong sector
NOTAM

Di 5 rega rd
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A-2 NAFEC STUDIES

A-2.l Controller Activities

Code Explanation

AB Adjusts radar beacon controls

AF Adjusts radio controls
AR Adjusts radar display controls
BL Bundles flight progress strips
BR Controller briefing during position change

BS Buckets, bundles, files, counts, or checks
flight progress strips

CA Coordination with "A" position
CC Coordinates manually with coordinator

CCI Coordinates via interphone with coordinator
CD Coordinates with "D'I position

CF Coordination with adjacent facility
CM Depresses CRD MWL key
CR Coordination with "R" position

CS Coordinates via interphone with adjacent sector,
position, or tower cab within the facility

CSM Coordinates manually with adjacent sector, position,
or tower cab within facility

DS Delivers strips to sectors
FS Fills flight progress strip holders
GHF Gives handoff via interphone to another facility
GHM Gives the handoff manually to adjacent sector or

position within the facility
GHS Gives handoff via interphone to adjacent sector or

position within the facility
GI Interphone transactions of general non-operational

information

ID Issues departure clearance
INT Interphone transactions containing operational infor­

mation not defined under any activity codes
ITM Interphone transactions related to maintenance of

navaid or facility equipment



Code

LC

MS

OF
PEF

PES

PRF

PRS

PS

RD

RE

QL
REF

RES

RHF

RHM

RHS .

RRF

RRS

S8

SC

SK

SS

Page A-16

Explanation

Covers manual activities such as looking at charts,
maps, wall or overhead displays, weather indicators,
clock, telautograph, adjacent scope, etc.
Marks/sequences flight progress strips

Communicating with aircraft or vehicle via radio

Passes estimates or related information via inter­
phone to another facility
Passes estimates or related information via inter­
phone to sectors or positions with the facility
Passes revisions via interphone to another facility

Passes revisions via interphone to sectors or posi­
tions within the facility

Prepares, receives, delivers strips or fills strip
holders
Receives departure times
Receives flight plans
Quick look on/off entry (ARTS III)

Receives estimates or related information via inter­
phone from another facility
,Receives estimates or related information via inter­
phone from sectors or positions within the facility

Receives handoff via interphone from another facility
Receives handoff manually from adjacent sector or
position with the facility

Receives handoff viainterphone from adjacent sector
or position within the facility

Receives revisions via interphone from another facility

Receives revisions via interphone from another sector
or position within the facility

All activities associated with plastic shrimp boats
Counts strips

Checks strips
Sequences strips
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A-2.2 Communications

100 AIR TRAFFIC CONTROL INSTRUCTIONS

110 A/C VECTORING/HEADING MESSAGE
A control instruction informing the pilot to modify his
heading. This category also includes air-initiated
requests related to heading changes.

120 HOLDING
Applie! only to those control commands issued by local
or ground control instructing pilots to hold somewhere
on the ground.

130 ALTITUDE CONTROL
A control message directing the pilot to modify his
present aircraft altitude. This category includes air­
initiated requests for changes to aircraft altitude.

140 SPEED CONTROL
A control message directing the pilot to alter his air­
speed. This category also includes air-initiated
requests for changes to aircraft speed.

150 CLEARANCE CONTROL WITHOUT HOLDING INFORMATION
A control message containing the pilot's clearance limit.
It mayor may not contain details of his routing and al­
titude. This category also includes air-initiated re­
quests for changes to or information relating to aircraft
clearance. It also covers take-off, landing, and other
clearances given in a terminal area. Clearances con­
taining altitude, speed, or beacon code information are
also coded to the appropriate category.

160 CLEARANCE CONTROL WITH HOLDING INFORMATION
A control message containing aircraft holding instructions.
It pertains to airborne aircraft only, and includes all
ground- or air-initiated messages relating to holding.

170 AIR FILES
Filing or refiling of flight plans by the aircraft in
flight will be classified 170 in addition to any other
appropriate category. Includes all messages pertaining
to air filing as well as actual air filing of a flight plan.

180 FLIGHT PLAN DELIVERY
Filing of flight plans by the aircraft on the ground will
be classified 180 in addition to any other appropriate
category.
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200 ELECTRONIC COMMUNICATION SUPPORT MESSAGE

210 CALL-UP MESSAGE
This message is defined as a simple, acknowledged, radio
contact from either the.controller or the aircraft. This
class is not ~sed if transmission includes any other type
message.

220 BEACON CONTROL
Beacon control messages are those involving transponder
checks, beacon code changes, or any.control action modi­
fying the transponder operation. It is mutually exclusive
with 240 or 250.

230 HAND-OFF/FREQUENCY CHANGE
It may be identified by noting the instructions given to
the pilot to switch to another frequency and/or ATC
facility. This message type includes those cases where
an aircraft leaves the controller frequency for such
reasons as calcellation of IFR flight plans.

240 BEACON DISCRETE CODE
This classification includes all transmissions involving
the use of the 4096 discrete beacon codes. A discrete
code is one in which the last two digits are not zeros.
240 messages may also be type 340 messages. It is mutu­
ally exclusive with 220.

250 MODE C AUTOMATIC ALTITUDE REPORTING
Messages relating to Mode C altitude readout information
or the automatic altitude reporting equipment associated
with a beacon transponder.

300 AIR TRAFFIC CONTROL SUPPORT·

310 POSITION REPORT
The pilot reports his present or future position in terms
of a ground fix or distance therefrom. This includes
ground-initiated reporting of, or requests for, present
or future aircraft position.

320 ALTITUDE REPORT
This message type includes present altitude reports or
requests for reports of future altitude by the controller.
It does not include messages pertaining to altitude infor­
mation provided by Mode C automatic reporting equipment.

330 HEADING AND SPEED REPORTS
This message type also includes ground-initiated requests
for information relative to aircraft heading or speed.
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340 AIRCRAFT IDENTIFICATION
All messages concerned with the process of identification
of the occupant of particular airspace whether it is a
visual sighting or a radar target. 340 messages may also
be 220 messages. Messages requesting or reporting posi­
tion and altitude solely or primarily for identification
purposes will be classified as 340 in addition to any
other appropriate category.

350 FACILITY SUPPORT
This category involves messages concerning .the capability
of a ground facility to furnish specific operational sup­
port of coverage. These messages supply the aircraft with
advisories such as: radar service terminated; expect
radar contact at (fix), (altitude); par service not avail­
able; etc. It does not include messages related to outages
or breakdowns of equipment. These are covered in sections
440 or 470.

400 ADVISORY MESSAGES

410 AIRCRAFT TRAFFIC ADVISORY
These messages advise the pilot and/or controller of air
traffic in the vicinity of the aircraft. This category
also includes surface traffic advisories or information
on any other ground situation not sufficiently general
and/or enduring as to warrant broadcasting (on ATIS).
This rule applies regardless of whether or not ATIS is
actually operating in the area.

420 AIRCRAFT STATUS
These messages cover the status of all aircraft and air
frame equipment with the exception of radio and/or com­
munications equipment checks.

430 GENERAL WEATHER
This message type includes forecasts or current weather
information closely related to the area of operation.
It covers those weather items general or enduring enough
to be handled by automatic voice or digital data com­
munications links. Altimeter settings are not included
in this class.

440 AIRPORT STATUS
This message category will include only information suf­
ficiently general and/or durable as to warrant broadcast
(on ATIS). This rule applies regardless of whether or
not ATIS is actually operating in the area. Altimeter
settings are excluded from this category. Includes all
landing aids associated with an airport except VOR's and
DME's.
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450 SPECIFIC WEATHER
This classification covers pilot reports of observed
weather and specific weather information supplied to the
pilot which is not sufficiently general or enduring to
be broadcast. It includes items of weather at locations
too remote to be of interest to aircraft operating within
the sector/terminal area. Altimeter settings are excluded
from this category.

460 ALTIMETER SETTINGS
Any messages concerned with pressure reference setting for
the altimeter. Unless aircraft altitude is· actually re­
quested or reported. messages in this category will not
be classified also as 320 type messages.

470 FACILITY STATUS
Any message pertaining to the operating status of a facil­
ity not sUfficiently general or enduring to be broadcast.
Includes all radars except PAR's and ASDE's.

480 GENERAL APPROACH INFORMATION
This class covers advisory information about types of ap­
proaches in use. It does not include the type or approach
issued in an approach clearance -- these are type 150.

490 FLIGHT CONDITIONS
Any message by the pilot or controller pertaining to gen­
eral flight conditions. This type covers words or phrases
such as: "VFR conditions." "Special VFR conditions." "IFR
conditions." "In-the-clear," liOn toP." "On instruments."
"Ground contact," "Airport in sight." and similar messages.
It does not apply to general or specific weather items con­
taining visibility values, cloud heights or ceilings. or
precipitation conditions either actual or forecast.

500 COMMUNICATION INCIDENTS

510 NO CONTACT
This classification is applied to the transmission which
requi~es a response but to which no response is received.
It also applied to cases where the caller is heard and
not understood but the "called" replies with a request
for repeat and the repeat is not eventually successful.
In this case the transmission not understood is classi­
fied as type 511 and the request for repeat is classified
as type 514. It might also be a type 560.
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520 REQUEST FOR REPEAT
A transmission in which the pilot or controller requested
a repeat of a previous transmission, usually identified
by the words, "say agai n." Thi s type is not used if any
other message types are included in the request for repeat.

530 BLANK
540 COMMUNICATION EQUIPMENT CHECK

This category is applied to those messages generated to
check channel performance. It includes those messages
requesting a change of frequency due to transmission or
reception difficulties.

550 COMMUNICATION INCIDENTS
Any transmission in shich the meaning of all or part of
the text cannot be understood due to any type of communi­
cation incident will be classified as message type 550,
in addition to any other message types which can be deter­
mined.

560 RELAYED MESSAGES
Any transmission which is relayed or which concerns the
relaying of a message will be classified as type 560 as
well as any other appropriate type.

600 UNCLASSIFIABLE

610 MISCELLANEOUS MESSAGE
Any transmission in which the starting time and duration
is determinable and the contents of the text do not apply
to any other message type definition will be classified
message type 610.

620 UNCLASSIFIABLE
A transmission in which the starting time and duration is
determinable but part or all of the text cannot be under­
stood due to data reduction difficulties is classified as
a message type 620 in addition to any other message types
which can be determined. It also includes all trans­
missions containing more than six message types.

630 AIRCRAFT-TO-AIRCRAFT MESSAGE
This type is applied to non-ATC communications between two
or more aircraft (whether on the ground or in the air).
If the messages are relayed in support of air traffic con­
trol they are classified as 560 and any other appropriate
type.



640 PAUSE . , ~ -' ..
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Any pause between. transmi ss i onsw,hi ch e,xceeds two seconds
.in duration will be treateda"s a separate transmission,
and will be classified 640. Pause,willbe considered to
be "originated" by the or~ginatoro{ the transmission
being awaited. If pause exceeds te,n(lO) .se.conds it is
treated as a separate interval betweentrarisactions.

700 INCOMPLETE COMMUNICATION TRANSACTIONS
. , -. '

710 FIRST PORTION OF TEXT MISSING·
A transmission in which t~e sta~t t1m~and the duration
cannot be determin~d will be classifi.ed as, message type
710.

720 LAST PORTION OF TEXT MISSION:
A contact in which the finishtime and ,the duration can­
not be determined',willb,e classified as. message type 720.

800 INTERPHONE COMMUNICATIONS

810 AIR TRAFFIC CONTROL TRANSACTIONS.
This category covers any'fnterphone transaction containing
information relative to air traffic control operations.

820 MISCELLANEOUS TRANSACTIONS , .~,i

This type is assigned to allinte,rphor.etransactions not
associated with the ATC function. '. 'j.



A-3 FLIGHT SERVICE STATION STUDY, FAA

PBW (Pilot Briefing with Weather)
PBN (Pilot Briefing, No Weather)
FPW (Flight Plan Data with Weather)
FPN (Flight Plan Data, No Weather)
AC (Aircraft Contacted)

AA (Aircraft Assisted)
PBW and FPW
Current weather. conditions
Weather forecast
Current weather and weather forecast
Winds aloft report
Forecast and winds aloft
Landing communication
Touch and go landing approach
IFR practice approach
Taxiing for departure
T.O. (take off) and ATe clearance
Activating flight plan

Opened flight plan
Filed flight plan
Weather, forecast, flight plan
Closed flight plan
Cancel flight plan
Cancel F.P. and frequency request
No F.P. -- no go
Request ATC clearance
Request IFR clearance
Request VFR
Request VFR FP clearance
Request frequency
PIREPS
PIREPS, weather, forecast
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NOTAM (Notice to Airmen)

Facsimile
CIFR (Cancel IfR)
VFR report
NOTAM, WALF and weather or PBW
Miscellaneous messages
PBW-FPN
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4.2 PROGRAM ELEHENT 222 - AUTOHATION

The National Aviation System Plan
l

provides for continuing improve­

ments and expansions of the national aviation system (NAS) so as to

correct current deficiencies and to meet projected demands over the next

decade. The plan as published in 1972 identifies 21 major engineering

and development programs which have been established in collaboration

with the aviation community and are consistent with the related plans

and programs. The plan is to be revised to include an Advanced Air Traffic

Hanagement System AATHS RDT&E plan as Program Element 22. It is proposed

that Program Element 22 consist of seven sub-elements, as illustrated on

Figure 4.2.1, AATHS RDT&E Program Structure. The proposed organization

and direction of Program Element 222, Automation, is described in the

following paragraphs.

4.2.1 Definition of Program Element 222

Automation, as applied to AATI1S, is a design concept that integrates

the most acceptable, efficient, and effective roles of man and machine into

an efficient and safe air traffic system. The objective is to realize the

potentially sizable and necessary cost savings for system operation and

maintenance that may be obtained by automating manual tasks. The specific

activities are oriented to providing direction for the evolution of a

machine intensive system from the current labor intensive system.

4.2.2 Technical and Hanagement Approach

Underlying the development of the AATMS is the thesis that men, as

users, will depend ~pon the AATNS for safe efficient management of air

travel and men, as managers, will be responsible for its operation. Under­

lying the pursuit of a specific AATNS concept is the philosophy that an

adequate cost effective aviation system is sought which men, with respect

to their capabilities and responsibilities, may use comfortably and with a

high degree of confidence in both normal and failure modes of operation.

Underlying the overall approach to develop the AATI1S is the need to fully

integrate the user's needs and preferences and to coordinate the development

I"The National Aviation System Plan - Ten Year Plan 1973-1982," Department
of Transportation, Federal Aviation Admin., 1000.27 Appendix 2, Harch 1972.



't
j

III O
Q II
I b:
l I V

ol

'"d :0 °G) ~ U
l

'"'
J ~

°
'"

'J
:I

:N

I2
22

-1
02

1-
~
~
N

u
~
.
_

_

PE
RS

O
N

N
EL

SU
BS

Y
ST

EM
S

n
N

tr
lH

....
..

~
rl

I
I
-

'"
d

O
o

z
.....

.
r
l
Z

:;u
0

~
U

l
0

t""
"'

I2
22

-1
03

1-
0

HU
M

AN
EN

G
IN

EE
R

IN
G

f-
'

I2
22

-1
04

SY
ST

EM
-U

SE
R

IN
TE

R
FA

C
E

1-
~

0
C

N
rl ° f;

N N
~

>-
I

N
H

0

°
L

u

,
22

2-
20

1
}

-
Z

RE
DU

ND
AN

T
O

PE
R

A
TI

O
N

S
U

lO
O

'"
tl

N
"
1

tr
lN

>
-
I
~
N

I2
22

-2
02

::<
::

I
U

l
O

PE
RA

TI
O

N
A

L
A

LG
O

RI
TH

M
S

!
::

;r
lN

>--
-

U
l
~

I
H

O
>

-<
:r

l
tr

lO
O

U
lt

rl
Z

U
l

rl
t
"
"
"
'
~
_

~
~

~
t
"
"
"
'
N

,
22

2-
20

3
t""

"'
0

-
H

L
u

'"t
I

CO
M

PU
TE

R
PR

OG
RA

M
M

IN
G

l-
og

U
lr

l
'i

tr
l

~

r-~
~

'i
'i

~
Il> 3

tr
l

tr
l

f-
'

f-
'

~
II

I

I2
22

-3
01

III
<:

!3
RE

DU
ND

AN
T

O
PE

R
A

TI
O

N
S

!3
H

II
I

III
°

N
::J

::J
Z

N
-

n
n

H
JO

-
(J

)
(J

)
n

I
22

2-
30

2
}-

-
U

l
CO

M
M

U
N

IC
A

TI
O

N
S

g
O

N
'"

ti
N

tr
lN

H
U

lt
J;

l

::
<:

:~
~

~
>
-
<
:
~

----
--

-
U

l
U

l
~
r
l
O

t"
"
"
'r

lt
rl

N
H

O
tr

lt
r
lt

"
"
"
'N

_

°
~
~
~
l
J
1

N
Z

0

I
22

2-
30

3
D

IS
PL

A
Y

S
l-

~
Z

tr
l

>-
I

N

1
22

2-
30

4
CO

M
PU

TE
R

SI
Z

IN
G

f-
'

S
;
8

N
El

i::
~
U
l
N

~
~
~

t"
""

'r
lO

'o
>-<

:
tr

lU
l

,I
22

2-
40

1
l-

U
l

SI
M

U
LA

TI
O

N
TE

ST
S

H
tr

le
n

H
Z

Z
>

-<
:N

en
>-

I
G

)U
lN

-
tr

lQ
'o

H
>

-I
N

,I
1

G
)

Z
~
I

22
2-

40
2

O
PE

RA
TI

O
N

A
L

TE
ST

S
~

tr
l

JO
-
~

tr
l

0
>-

I
:;u

0
°

.,
H

H
>

-I
N

22
2-

40
3

SY
ST

EM
SU

PP
O

RT
0

Z
:
I
:
N

_
Z

G
)

..
.I

22
2-

10
1

M
A

N
-M

A
CH

IN
E

IN
TE

R
FA

C
E

~I

"1 H ~ J0
- N f-
' ~ U
l ~

I~
It

'
tr

l

'"t
I

:0 °G) ~ en rl :0 C n rl :ii tr
l



Page B-4

processes with the aviation community so as to assure an orderly transi­

tion from current systems to the advanced systems.

In. the last few years, programs for the development of the NAS and

ARTS facilities together with programs for improving communications, sur­

veillance, and navigation systems have led to incremental progressions

toward a machine assisted system. Ongoing programs provide for the con­

tinuing enhancement and acquisitions of new facilities and equipments and

R&D for the development of new equipments for potential use in advanced

system concepts. These programs have been driven, in part, 9Y the studies

that have repeatedly emphasized that reductions in operations and mainten­

ance cost should be possible thru increased levels of automation. These

same studies have also indicated that it will be necessary to evolve an

air traffic management concept from the current air traffic control con­

cept if the full cost saving potentials are to be realized.

The general approach for evolving the AATMS designs is illustrated

on Figure 4.2.2, AATMS-RDT&E Approach. The AATMS must necessarily evolve

from the projected en route, terminal, and central system control concepts,

facilities, and equipments, and will likely utilize much of the improved

navigation, surveillance, landing, and communications systems currently in

process of development. As such, the AATMS RDT&E program should serve to

influence the enhancement and design processes so as to facilitate the

transition process and to minimize the total facility and equipment cost

for achieving the AAT11S. Such AAT}1S RDT&E coordination activities are con­

sidered inherent in the overall ~rocesses.

Considering the complexity of the AATMS, a fully integrated systems

approach will be required to effectively manage the AATMS RDT&E activities.

The activities must necessarily be integrated with other DOT/FAA programs

and be compatible with the plans and programs of the general aviation com­

munity, including the international aspects. A sound systems engineering

approach must be also used to manage the individual activities of the AAUlS

. subprogram elements. Within the automation area, Program Element 222, the

activities would not only define automation limits and constraints which

may be used in formulating operational concepts, Program Element 221, or



M
A

N
A

G
E

M
E

N
T

.
C

O
O

A
D

IH
A

li
O

N

C
O

O
R

D
IN

A
T

E
A

A
T

M
S

C
O

N
C

E
V

T
S

.
P

L
A

N
S

.
A

N
D

P
R

O
G

R
A

M
S

.
ID

E
N

T
IF

Y
C

O
N

S
T

fl
A

IN
'T

S
A

N
D

U
S

E
R

P
'R

lE
fE

R
E

N
C

E
S

.
D

E
fi

N
E

S
C

O
P

E
O

F
IN

IT
IA

L
R

Il
lD

A
C

T
IV

IT
Y

.

C
O

O
R

D
IN

A
T

E
R

E
S

U
L

T
S

O
F

IN
IT

IA
L

S
T

U
D

IE
S

C
O

O
R

D
IN

A
T

E
D

E
V

E
L

O
P

M
E

N
T

C
O

N
C

E
P

T
S

.
S

E
L

E
C

T
P

R
E

F
E

R
R

E
D

C
O

N
C

E
P

11
i

A
N

D
S

C
O

P
E

D
E

V
E

L
O

P
M

E
N

T
A

C
T

JV
IT

Y
.

C
O

O
R

D
IN

A
T

E
D

E
V

E
lO

P
M

E
N

T
A

N
D

T
E

S
T

A
C

T
IV

IT
IE

S
.

E
V

A
L

U
A

T
E

T
E

S
T

R
E

S
U

L
T

S
A

N
D

S
E

L
E

C
T

S
U

B
S

Y
S

T
E

M
C

O
N

C
E

P
T

S
A

N
D

A
A

T
M

S
O

O
N

F
IG

U
R

.&
.T

ID
N

S
.

C
O

O
R

D
IN

A
T

E
D

E
S

IG
N

D
E

V
E

L
O

P
M

E
N

T
S

.
!>

E
L

E
C

T
S

Y
S

T
E

M
C

O
M

P
O

N
E

N
T

S
.

C
O

O
R

D
IN

A
TE

l
IM

JI
.L

E
M

E
N

T
A

lI
O

N
IT

E
M

S

C
O

O
R

D
IN

A
T

E
T

E
S

T
F

A
C

IL
IT

IE
S

A
N

D
D

E
M

D
N

S
T

R
A

T
IO

N
lt

C
O

O
R

D
IN

A
T

E
D

E
M

O
N

S
T

R
A

T
IO

N
R

E
S

U
lT

S
A

N
D

ID
E

N
T

IF
Y

N
E

W
D

E
V

E
L

O
P

M
E

N
T

R
E

Q
U

IR
E

M
E

N
T

s.
.

S
C

O
p

t
A

A
T

M
S

IM
P

L
E

M
E

N
T

A
T

IO
N

C
O

O
A

D
IN

A
T

E
O

P
E

R
A

T
IO

N
A

L
S

Y
S

T
E

M
S

D
E

V
E

L
O

P
M

E
N

T
A

C
Q

U
IS

IT
IO

N
.

A
N

D
IN

S
T

A
L

tA
T

lO
N

PR
O

C
E

:li
.S

E
S

--
--

--
'-

--
--

-'
--

--
--

1
--

--
--

--
--

--
1

--
--

--
'-

--
R

E
F

IN
E

S
Y

S
T

E
M

P
E

R
F

O
R

M
A

N
C

E
A

N
D

D
E

S
IG

N
R

E
O

U
IR

E
M

E
N

T
S

F
O

R
C

O
M

P
E

T
IN

G

,-.
I~

~~
:;

=F
~E
:~
::
~~
Dl
~S
tT
~~
~y
ri
~~
~.

T
E

C
H

N
IC

A
L

R
III

O
.
T

.'
"

IE
A

C
T

IV
IT

IE
S

D
E

V
E

L
O

P
P

A
R

A
M

E
T

R
IC

S
Y

S
T

E
M

S
P

E
R

F
O

R
M

....
N

C
E

A
N

D
C

O
N

S
T

R
A

IN
T

S
D

A
T

A
..

D
E

F
IN

E
A

L
T

E
R

N
A

T
IV

E
A

A
T

M
S

C
O

N
C

E
P

T
S

A
N

D
IM

P
L

E
M

E
N

T
A

T
IO

N
R

E
Q

U
IR

E
M

E
N

T
S

.
~

D
E

V
E

L
O

P
O

P
T

IM
A

L
S

O
L

U
T

IO
N

S
A

N
D

P
A

R
A

M
E

T
R

IC
P

E
R

F
O

R
M

A
N

C
E

D
A

T
A

F
O

R
A

L
T

E
R

N
A

T
IV

E
D

E
S

IG
N

C
O

N
C

E
P

T
S

.
D

E
F

IN
E

A
A

T
M

S
C

O
N

C
E

P
T

S
FO

Ji
l

F
U

R
T

H
E

R
D

E
V

E
L

O
P

M
E

N
T

.
ID

E
N

T
IF

Y
C

R
IT

IC
A

L
C

O
M

P
O

N
E

N
T

S
A

N
D

O
P

E
R

A
T

IO
N

A
L

C
O

N
C

e
P

T
S

,

D
E

V
E

L
D

P
T

E
S

T
C

O
N

F
IG

U
R

A
T

IO
N

S
A

N
D

E
V

A
L

U
A

T
E

P
E

R
F

O
R

M
A

N
C

E
C

A
P

A
B

IL
IT

IE
S

L
..I

O
F

C
R

IT
IC

A
L

IT
E

M
S

A
N

D
O

P
E

R
A

T
IO

N
A

L
'-

t
C

O
N

C
E

P
T

S
-

D
E

F
IN

E
S

U
B

S
Y

S
T

E
M

P
E

R
F

O
R

M
A

N
C

E
A

N
D

O
P

E
R

A
T

IO
N

A
L

C
O

N
S

T
R

A
lN

"Q
.

~

D
E

V
E

L
O

P
O

P
T

IM
A

L
A

A
T

M
S

C
O

N
C

E
P

T
.

D
E

F
IN

E
S

Y
S

T
E

M
E

L
E

M
E

N
T

S
A

N
D

D
E

S
IG

N
R

E
Q

U
IR

E
M

E
N

T
S

.
ID

E
N

T
IF

Y
IM

P
L

E
M

E
N

T
A

T
IO

N
R

E
Q

U
IR

E
M

E
N

T
S

.
f--

--.
D

E
V

E
L

o
P

T
E

S
T

C
O

N
F

IG
U

R
A

T
IO

N
S

A
N

D
D

E
M

O
N

S
T

R
A

T
E

P
E

R
F

O
R

M
A

N
C

E
C

A
P

A
B

IL
IT

IE
S

A
N

D
O

P
E

R
A

T
IO

N
A

L
S

Y
S

T
E

M
C

O
N

C
E

P
T

S
F

O
R

A
A

TI
V

I:'
>

A
N

D
T

R
A

N
S

IT
IO

N
A

L
S

Y
S

T
E

M
S

.
f--

-o
A

C
Q

U
IR

E
F

A
C

IL
IT

IE
S

A
N

D
E

Q
U

IP
M

E
N

T
S

IM
P

L
E

M
E

N
T

A
A

T
M

S.

'"t
:l

III O
Q ro b:

l I V
1



Page B-6

establishing automation requirements which may be used in developing cost

projections, Program Element 226, but would also develop the processes

for transitioning from the current systems to the advanced more machine­

intensive systems of the future.

To facilitate the R&D processes, it is recommended that the automa­

tion area be subdivided into functional areas as illustrated on Figure 4.2.1.

The proposed organization facilitates conducting independent analyses as

well as developing the systems related trade-off data required for concepts

developments and systems definitions. Further, it is recommended that the

initial activities be oriented to developing the systems parametric and

constraint information required for the development of systems concepts

and that following activities be directed to developing specific concepts

and system requirements as the overall AATMS concepts and designs evolve.

The underlying approach of effecting an orderly transition from the cur-

rent systems to the advanced systems in collaboration with the general

aviation community should be adopted as a policy. The inter dependencies

of the AATMS RDT&E tasks as associated with the transition from current

systems is illustrated on Figure 4.2.3.

4.2.3 Subprogram Element Descriptions

The descriptions of the subprogram elements are based on the premise

that the. future AJ.TMS operators will continue to make basic decisions, but

will be given the means to formulate such decisions at a higher level than

currently allowed. A basic premise that the current air traffic controllers

will evolve to air traffic managers, but that the most effective roles of

man and machine in the AAT~fS remain to be developed, underlies the develop­

ment activity concept. The necessities to ensure continuity of operations

of the AATMS under conditions of system failures, the need to transition

from current systems to AATMS, and the need to integrate and coordinate

the automation tasks with the related programs and the aviation community

are included in the approach and task descriptions. The Automation Pro­

gram Element (222) described herein discusses these tasks in four sub­

program areas: Human Factors, Operational Software, Operational Hardware,

and Systems Engineering and Integration.
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4.2.3.1 Human Factors

The human factors activities (222~100) associated with the AAT}fS pro­

gram are divided into four broad categories, each related to a major aspect

of system design and development. First there is the definition of the

man-machine interface. This work is already in progress and will continue

throughout the AATHS program. As the specific characteristics of the man­

machine interface take shape during the RDT&E process, attention will be

directed along two parallel channels of concern. One will be human engin­

eering of system components and individual equipment items; the other will

be the design of the personnel subsystem itself, which entails delineation

of the manning structure, specification of the numbers and types of per­

sonnel needed, and definition of training requirements. The fourth area

of human factors involvement will be in studies of the interface between

the AATMS and the users of the airspace. This will include primarily spec­

ification of interface requirements and evaluation of air-crew interactions

with the AATMS. This area represents the counterpart of RDT&E in the Avionics

program element (224). In the later stages of system development, human fac­

tors studies will be needed in the areas of system integration and operation.

The concerns here will be the contributions of manto the performance of the

AATNS and the "fine tuning" of the system with respect to human participation.

This work is conducted under subprogram 222-400.

4.2.3.2 Operational Software

The operational software area '(222-200) is concerned with the develop­

ment of appropriate data processing algorithms, the need for failure pro­

tection redundancy, man-machine interfaces, and the experimental verifica­

tion of the AATMS automation. The activities consist of system requirements

definition, software requirements definition, analysis and p~eliminary de­

sign, and detailed program design, coding, and testing. Current.and complete

documentation is a must and should include software requirements documents,

preliminary design specifications, interface design specifications, final

design specifications, and test plans. Product assurance techniques, in­

cluding the use of autonomous and detached test groups, must be used. Strict

adherence to configuration control and eAtensive use of test standards, pro­

cedures, and tools must be guaranteed.
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4.2.3.3 Operational Hardware

The operational hardware area (222-300) is concerned with the need

for redundancy, the ability of computers to communicate with each other,

the determination of the requirements and the ultimate development of dis­

play equipment, mass storage devices, computer architecture, and computer

sizing requirements when considering centralized vs. dispersed facilities.

Study and experimental contracts must be let with hardware and software

firms to fulfill these requirements.

4.2.3.4 Systems Engineering and Integration

The systems engineering and integration area is concerned with tying

together the human factors, the software, and the hardware areas of auto­

mation research. It is concerned with developing and using such tools as

systems analysis, mathematical modeling, and simulation and operational

testing. Simulation testing will be used where feasible to save costs and

maintain safety. Operational testing will be conducted where simulation

cannot give sufficient assurance or where simulation is impractical. Test

and evaluation is aprt of each subprogram's activities but this subprogram

(222-400) is concerned with interface relationships at the subsystem and

system level.

4.2.3.5 Relationships, Schedules and Interfaces

Figure 4.2.4 is a plot of the subprogram and project relationships

that exist and a tentative schedule for their accomplishment. Tasks within

each project are assigned to the R, D, T, or E phases. Task numbers are

identified in the paragraphs to follow. Information presented is based on

our present best estimate of what is required. It is expected that tasks

and projects will be added, deleted, and/or modified as the AATMS program

progresses.

4.2.4 Subprogram 222-100 Human Factors

The human factors area recognizes the requirement to achieve a dis­

tribution of responsibilities that permits the man to perform as an opera­

tional element of the system. Philosophically, man must retain management
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responsibility for the system -- it cannot be delegated to computers.

Further, wherever man is responsible, he must be able to keep himself

informed and to influence the situation with regard to that'responsi­

bility. These requirements dictate an operational role for man. Work

accomplished to date has identified the responsibilities involved but

much additional is needed to produce precise definitions of each man­

system interface. Specific projects proposed in this area are discussed

below.

4.2.4.1 Project 222-101 - Man-Machine Interface

Statement of the Problem

The high level of automation which characterizes the AATMS will, in

many respects, change the role of man in air traffic control. Although

job options will differ and man will relinquish to computers many of the

tasks which he now performs, there will remain an essential and undelega­

table core of human involvement and responsibility. The Automation Appli­

cation Study has produced a first approximation to this problem's solution

but in a generic context. The kinds of things that man should do and the

responsibilities that man should have are now, in general, known. What re­

mains to be done in this area, is to make the connection between generic

requirements and specific system requirements. The connection can only be

made through extensive study of the specifically evolVing AATMS structure

and careful application and testing of the principles developed to this

point.

Technical Approach

The precise nature and role of man as an operator, as a manager, and

as a back-up component must be determined. Information necessary to per­

mit the optimization of the distribution of authority and responsibility

between man and machine will be made available through direct studies of

the problem and the characteristics of the specific AATMS structure;

Statement of Work

RDT&E tasks, in this area are required over the span of FY74 to FY8l

as the total system feasibility is developed. Specific tasks are listed:

222-101-1 Definitions of human intervention in AATMS equip­
ment failure modes (information requirements, take­
over and warm-up times, error rates)



222-101-2

222-101-3

222-101-4

222-101-5

222-101-6

222-101-7

222-101-8

222-101-9

Resources Rcquirerl
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Tradeoff ~tu~ics of manual vs. automatic hack-up

Studies of m~n-computer interaction

Definition of the controller's role and response
requirements in contingency operations.

Confirmation of the allocation of critical tasks

Refinement of manual task time estimates

Definition of optimal modes of man-machine inter­
action for data flow, control actions, and traffic
planning

Workload studies and validation of workload dis­
tribution

Optimization of the distribution of authority and
responsibility b~tween man and machine

Approximately 25 man-years are required.

Responsibili ties

Contractor support to TSC.

4.2.4.2 Project 222-102 - Personnel Suhsystem

Statement of the Problem

The personnel subsystem is a vital element in a man-managed system.

During the AATMS operational testing and phasein period, there will be a

need to build up a personnel subsystem to support its operation. At the

same time, the predecessor system will be servicing ever increasing traffic

demands and utilizing a population of ATC experts trained in that system's

structure. Extensive planning is necessary to effect the smooth transition

of those ATC experts into attractive careers in the AATMS and to utilize the

extant expertise to the fullest in the A.A.TIIS implementation. A continuing

effort, starting with the base of knowledge established in the initial Auto­

mation Applications study, will be necessary to expand that base as more

detail of the AATMS is developed and to evolve a personnel subsystem design.

Technical Approach

Constant review of personnel requirements as they are changed with the

advent of the automated system will be required. In effect,' there will have

to be a personnel subsystem design effort carried out in parallel ·with the

hardware and software RDT&E programs.
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Statement of Work

Personnel subsystem RDT&E tasks are:

222-102-1 Validation of qualitative manning requirements (job
categories, occupational specialities,. controller
position and options, support personnel types, etc.)

222-102-2 Validation of quantitative manning requirements
(number of personnel by job category, occupational
speciality, type of facility, and level)

222-102-31 Development of job descriptions (duties and tasks
by position, career options and occupational
specialities, levels of advancerr:nt)

222-102-4 Design of job and career pattern,. (concentration
and distribution of manpower, advancement oppor­
tunities, transfers within and across occupational
specialties)

222-102-5 Definition of controller team composition and divi­
sion of duties and res~onsibilities

222-102-6 Formulation of selection criteria for controllers
and support personnel

222-102-7 Establishment of controller performance standards
and proficiency measures

222-102-8 Specification of training requirements, including:

• Course and syllabus design

• Classroom and on the job training

• Individual and team training

• Cross training between positions/options

• Transition training

Specification of training equipment requirements,
including:

• Part and whole task trainers

• Simulators

• Use of operational equipment for training

• Job aid design

222-102-10 Studies of factors influencing controller acceptance
of the AATMS, including:

• Job design

• Man/machine interface characteristics

• Socia-economic factors

• Duties, authority and responsibility

• iquipmcnt characteristics



Resources Required

ApproximJ.te1y 35 man-years arc rcqilirNl.

Responsibilities

Contractor support to TSC.
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4.2.4.3 Project 222-103

Statement of the Problem

Human Engineering

Synchronized with the RDT&E cycle for AAT1'1S equipment will be a human

engineering effort to assure the compatibility of displays, controls, and

consoles with human operator requirements. Human factors attention is also

required regarding the design of AATHS from the point of vie\.J of maintain­

abili ty and maintenance activities. This problem area directly relates to

the needs of managers for interactions with the system to support their

responsibilities. The information needed by the managers must be readily

~ccessible, in sufficient detail, and in clear and concise form. LikffiJise,

the means for the managers to take necessary actions must be prOVided that

are most suitable for human manipulation.

Technical Approach

Human engineering personnel will be integrated with the hardware designers.

They will help set design requirements, participate in detailed equipment

design, and evaluate equipment features influencing operator performance.

Statement of Work

Human engineering tasks include:

222-103-1

222-103-2

222-103-3

222-103-4

222-103-5

222-103-6

222-103-7

222-103-8

Development of display requirements (information con­
tent, modes, format, symbology, visual and auditory
characteristics)

Development of control and input device requirements
(type, operating characteristics, force and dexterity,
and feedback features)

Review and evaluation of specific control and display
designs

Design of consoles and work stations

Human factors support of ~aci1ities design

Evaluation of work environment and operational sites

Specification of maintainability features and main­
tenance operations

EvaluJ.tion of individual equipment designs with res­
pect to maintenance operations and compatibility with
human performwlce capabilIties
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Resources Required

Approximately 3S man-years arc r('.q\1ircd plus oper.::ltlonal systems

hardw8re.

Responsibilities

TSC plus contractor support

4.2.4.4 Project 222-104 - System User Interface

Statement of the Problem

Automation in the AATMS will have major implications for the airspace

user, particularly the aircrew, both in plannin~ and conaucting flights.

Conversely, aircre\.) performance \~ill affect operation of the AAnfs and

some automation details. This effect is closely related to Avionics RDT&E

(Program Element 224) and should be coordinated with work in that area.

The thrust of Pruject 222-104 is toward the implications of ATC automation

for system users. Such implications touch nearly all aspects of system

operation as indicated by the proliferation of tasks for this project.

Technical Approaches

Flight simulators plus operational equipment and aircraft will be used

to collect data and otherwise gain experience in the relationship ~f the

user to the system proposed.

Statement of Work

222-104-1

222-104-2

Delineation of flight service station requirements,
specifically:

• information requirements (input and cutput)

• us~r access and input devices

• output devices and output characteristics

Investigation of aircrew work load changes resulting
from AATMS design features, in terms of:

• user class differences

• <airspace

• flight phase

• contingency and failure modes



222-104-3

222-104-4

222-104-5

222-104-6

222-104-7

Resources Required
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Determination of the infJucnr:e of piJot performance
on system operatiun:

• variaU.OllS iil pilot competence

• reliability of performance (man and equipment)

• backlash of airborne failure on pilot and/or
controller work load

Cockpit information requirements and display/control
requirements for:

• flight data (status, comrnand, management
planning)

• ATC - related information

Specification of pilot qualifications and training
requirements

Determination of general aviation requirements in
the areas of;

• information requirements

• instrumentation

• procedures

• training

• airman certification and proficiency main­
tenance

Investigation of pilot/user acceptance factors,
including:

• freedom of airspace user

• required avionics and instrumentation

• performance requirements and standards

• flexibility of AATMS to meet user demands

• procedures and rules

Approximately 15 man-years are required plus simulators and operational

flight equipment.

Responsibili ties

FAA and TSC plus contractor support.

4.2.5 Subprogram 222-200 - Operational Software

This subprogram provides for the investigation, design, development,

and test of computer software required for en route control of air·craft.
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Included are the study and possible d2sign, implementation and tesr' of

redundant software <Jnd th(~ deve] Opml'Ilt, test and evaluation of cOlltro]

algorithms. Consideration is to be given to language requirements for

the operational design as well as training software requirements.

4.2.5.1 Project 222-201 - Redundnnt Operations

Statement of the Problem

The important role of software in maintaining system safety and

·capacity is well recognized. An investigation is necessary to ensure

that the AATMS will be able to successfully meet its various failure

states.

Technical Approach

Redundant software is a candidate solution to fail-operational design.

A literature search, and possibly interviews, will be conducted to ascer­

tain the potential of redundant software programs in ensuring system per­

formance. An analysis of the AATMS functions is to be supplied to help

determine which functions warrant a backup. New software will likely be

developed, tested and evaluated.

Statement of 'Work

RDT&E tasks in this area are:

222-201-1

222-201-2

Resources Required

Evaluate results of past experience in redundant
programming

Dev~10p and test redundant software

Approximately 30 man-years, plus approximately $5 million computer

cost.

Responsibilities

Contractor support to TSC.

4.2.5.2 Project 222-202 - Operational Algorithms

Statement of the Problem

Increases in efficiency, capaci ty. and safe ty, and reduction in air­

borne delays are required in serving the projected traffic demand. A
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comprehensive approach to ATC algorithm development, which takes every advan­

tage of the design freedom inherent in a n0W system, is required to produce

the necessary algoci thmic capabilities.

Technical Approach

An automated system for checking flight plans and monitoring progress is

proposed. Develop an algorithm which utilizes a data base of flight plans,

weather status, terminal status, jurisdiction workloads and delays to recommend

the most efficient use of airspace and runways. An automated system for de­

tecting potential airborne conflicts wIll be developed. The detection algorithm

would utilize a risk determination along with a scanning filter. A conflict

resolution algorithm would choose from possible solutions by comparing the

relative desirability of a maneuver, the aircraft types, and the risks associ­

ated. Data bases will be developed to support algorithm construction and pre­

operational testing.

Statement of Work

222-202-1

222-202-2

222-202-3

Resources Required

Develop, test and evaluate a flow control algorithm

Develop, test and evaluate a conflict detection algorithm

Develop, test and evaluate a conflict resolution
algorithm

Approximately 45 man-years, plus a high speed digital computer and an

ATC simulator.

Responsibilities

Contractor support to TSC.

4.2.5.3 Project 222-203 - Computer Programming

Statement of the Problem

A data management system (mfS) and an executive operating system (aS)

will be required to support the automated functions of the AATMS. The

Automation Applications study has produced an estimate of the scope of data

processing requirements but further study is needed to determine the optimum

configuration for data processing facilities (i.e., centralized or distributed).

This configuration is; in turn, necessary as a basis for the design and imple­

mentation of a suitable DMS and a capable, efficient as ..
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Technica~ro~~

reaction time and access time

the same type of study of general purpose vs.

possibly develop a special purpose executive.

cations reliabili ty, costs of data transfer,

will be important elements of the work.

.Conduct a deLaL1E:'cl requirements iWillysls and compare the l-eslJlts ,lith,

specifications of currently available data management syitems. Determine

the consequences of developing a specialized (AATNS-to.ilored) system. If

deemed desirable, develop a specialized data management system. Conduct

specialized executive and

Considerations of communi-

I Statement of Ivork

222-203-1

222-203-2

222-203-3

Analyze requirements, evaluate ~lternatives and
develop a Dl1S

Analyze requirewents, evaluate alternatives and
develop an as
Test and evaluate the DMS and the OS

Resources Required

Approximately 90 man-years are required, plus computer useage.

Responsibilit ies

Contractor support to TSC.

4.2.6 Subprogram 222-300 - Operational Hardware

This subprogram provides for the investigation, design, development,

and test of computer hardware required for en route control of aircraft.

Incl~ded are the study and possible design, implementation of redundant

hardware, computer to computer communication networks, and display re-

"quirements. In addition, computer sizing for the AATMS concept will be

evaluated considering centralized vs. dispersed placement.

4.2.6.1 Project 222-301 - Redundant Operations

Statement of the Probiem

The importance of maintaining system safety in a high capacity en­

vironment is well recognized. An investigation is necessary to ensure that

the AAU1S will be able to successfully meet its vaLious failure states.
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Redundant operation is a cilndi,1;)te solution in fail'-ulwrational d(,sign.

A study is to be conducted to determine the appropriate rol~ for hardware

redundancy. An examir. tion of ?pplicability of double or triple redundancy

of the same or different systems and determination of requirements for new

hardware ~olill be ,·erfonned. Develop, test, and evaluate new hardware, if

necessary.

Statement of Work

Design, test and evaluate redundant hardware operations

Resources Required

Approximately 30 man-years, plus computer u~eage.

Responsibili ties

Contractor support to TSC.

4.2.6.2 Project 222-302 - Communications

Statement of the Problem

. The AATMS design will place a major demand upon the ability of computers

to communicate effectively and economically with each other. Major difficulties

arise in handling incompatible data streams and rates,

Technical Approach

The proposed solution is to develop a protocol for a computer communi­

cations network. To be considered are the practicalities, standardization,

formalization of rules and definitions of data transforms to permit compat­

ability. The q,pproach would include an investigation of available research,

development of several approaches \:0 a protocol which would involve data link

formats, message distribution and switching software, and the use of small

communications pro~essors and finally, testing and evaluation of the protocol

and prototype communications processors, if indicated,

Statement of Work

RDT&E tasks in this area are:

222-302-1 Develop and test a computer communications .network
involving diverse computers.



Page B-22

Resources Required

Approximately 20 man-years, plus computer useage.

Responsibilities

Contractor support to TSC.

4.2.6.3 Project 222-303 - Displays

Statement of the Problem

The types of displays appropriate for su~portin~ enroutB control of

aircraft must be determined prior to the devGlopment of an operational

system. Once determinations have been made about the desired level of

automation, studies must be conducted to determine the types of displays

,.hich will meet the required levels of interaction, reliability and other

technical constraints. Test display hard'vare must be evaluated as well

as the software to drive them in prototype form.

Technical Approach

Test hardware will be selected to meet the required display categories.

Several candidate systems from each category will be tested by exercising

them in a real time environment by a general purpose display software

package on a computer.

Statement of Work

RDT&E tasks in this area are:

222-303-1

222-303-2

222-303-3

Selection of candidate displays for required categories

Development of software test and simulation software

Tes~ and Evaluation of display hardware

Resources Required

Approximately 20 man-years, plus computer useage.

Responsibilities

Contractor support to TSC
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4.2.6.4 Project 222-304 - Computer Sizine

Statement of the Problem

The extent to which data processing resources are concentrated,

dispersed, and/or internetted is a fundamental decision which aff~cts

hardware, as well as software and conununications requirelaents. It

likewise affects the cost/benefits and the failure modes analysi~ of

the system.

Technical Approach

The AATMS preliminary software designs are to b~ used for the

purpose of si;ing the data processing required ~oJ;' t:",eir implementation.

Consideration will be given to the frequency and time for execution.

An analysis will be conducted of the computer architecture available and

the extent to which the tasks could be performed in dispersed andlor

centralized configurations. Trade-offs between communications, data

processing, and storage resources will be identified and quantified.

Statement of Work

RDT&E tasks in this area are:

222-304-1

Resources Required

Refined computet sizing for advanced automation
concepts

Approxi~ately 45 man-years, plus com~uter useage.

ResponSibilities

Contractor support to TSC.

4.2.7 Sub~rograrn 222-400 - System Engineerins and. Intesration

The System Engineering and Integration (SEll) segment of the AATHS

Automation RDT&E Plan is concerned with projects which will support the

test and evaluation efforts in system development. As personnel and data

processing subsystems are developed in the previously dis~ussed automation

areas, program man~gers will require the means to test and evaluate inter­

a~ting subsystems. Simulation models, specifically tailored ,for the

purpose, operational tests, and a whole battery of supporting st~dies are

to be provided under this subprogram title. In addition, this subprogram

area covers base housing and experimental facilities support.
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4.2.7.1 Project 2::>7·-M.\] -- SjmuL-:cjon T~.st

Statement of the Froh] P.l!l

During the conduct of the MTI1S research and development progrwn,

subsystem concepts may be modified and/or hardl-lare character"istics may

be found to differ from early projections. The impact of such changes

must be evaluated quickly and economlcallywlthin the context of oper­

ations with interfacing subsystems or, in ~ome cases. with the complete

system.

Technical Approach

The basis for making decisions concerning the course of validating

and/or modifying RDTE.E activities can be considerably enhanced if program

managers have computer (fast-time) si~ulation models available to them

to complement other evaluative tools. The approach is to develop a

family of AATIfS concept-oriented models of varying scope. resolution,

and complexity. The models are to produce performance data for system

evaluation in accordance with initially determined criteria.

Statement of Work

RDT&E tasks in this area are:

222-401-1

222-401-2

222-401-3

Resources Required

Analysis of evaluation criteria

Design of simulation model set·

Model development and test

Approximately 120 man-years plus computer useage.

Responsibilities

Contractor support to TSC.

4.2.7~2 Project 222-402 - Operational Test

Statement of the Problem

During the conduct of the AATMS research and development program,

subsystem concepts may be modified and/or hardware characteristics may

/'
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be found to differ from ~arly projections. Evaluoting the impact of

such changes by simulation methocls does not a.lwi:!ys rp.£ult in sufficient

assurnnce to proceed. Other types of testing must be consider~d.

Technical Approach

A performance aS8uranCe program is proposed to encompass all phases

of the flight and ground inspection system, ground calibration, pre-flight

testing procedures, and radio frequency measurements. Efforts are to be

made to ensure that equipment continues to perform in accordance with

initial design objectives or are modified to meet perf~rmance requirements.

It will be concernc~ with subsystem and system performance.

Statement of Work

RDT&E tasks in this area are:

222-402-1

222-402-2

Resource8 Required

Subsystem test program

System test program

Cannot be identified now

Responsibili ties

FAA facility(s) to be selected.

4.2.7.3 Project 222-403 - System Support

Statement of the Problem

There are several categories of work to be accomplished during ~he

RDT&E phase in support of projects such as AATMS. Support is required

in this area of facilities and equipment as well a~ in a series of mis­

cellaneous study areas.

Technical Approach

Detailed support facilities and equipment requirements will be

specified later in the evolution of AATMS. These will include housing,

aircraft, flight inspection, training, and logistics performance. Currently,

a series of studies have been iqentified to support the subprograms of

human factors, operationa.l software, and operational hardware, pTimarily

as they interface.
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Statement of Work

RDT&E tasks in

222-403-1

222-403-2

222-403-3

222-403-4

Resources Required

this area are:

Distribution of hazards in current & future air
traffic ~anagemcnt systems

Ultimate theoretical limits to airport capacity

Evolution paths to future air traffic management
, systems

Impact of collision avoidance logics on air
traffic management systems

Approximately 15 man-years

Responsibilities

FAA, TSC, and contractor support.
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APPENDIX C

RESULTS OF TREND ANALYSIS UTILIZING THE DELTA SIMULATION

This appendix details the results of utilizing the DELTA (Determine

Effective Level of Task Automation) simulation for the establishment of
trends in the AATMS manpower and data processing system requirements.

C-l PURPOSE

The exercising in this study of the DELTA simulation was oriented

to the establishment of trends in manpower and data processing requirement
for changes in the automation levels. Due to the limited exercising of

the simulation the absolute level of manpower and data processing require­
ments was established through utilization of the hand calculations

detailed in Chapter 3 of this volume. While the small sample size pro­
vided by the exercising of the simulation is not sufficiently extensive

to provide absolute levels, the exercise was designed to provide sufficient

data to substantiate the validity of the trends calculated by procedures

detailed in Chapter 3.

C-2 INPUT DATA

Since the DELTA simulation runs input data provided for the SRI DELTA
Simulation Validation Study simulated the SFO BAY TRACON, it was elected
to utilize as much as possible of the same scenario for the 1995 AATMS

trend runs. While the complete details of the scenario are contained in
Reference 1, the remainder of this section does address some of the more

significant input variables.

C-2.l System Structure

A portion of the San Francisco Bay TRACON was used as the location
to be simulated in the trends study.
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In addition to the Menlo Final and South Feeder sectors it was
necessary to create two artificial en route sectors to· serve as program
"sources" and a runway complex to serve as a program "sink" for aircraft.
However, the resources from these three sectors were deliberately not in­
cluded in the results. The South Feeder and Menlo Final sectors geography
was defined in terms of handoff locations on the Standard Terminal Arrival
Routes (STARs) as provided by SRI in Reference 1. Four STARs were modelled
and three non-standard routes were developed to handle other flights into
San Francisco. Pop-ups, itinerants and local traffic were also included

in the study.

C-2.2 Aircraft Classes

Twenty-eight different aircraft types were defined in Reference 1.
Examination of the aircraft characteristics of these types indicated that
they could be grouped into six classes for purposes of the model. The
six classes are summarized in Table C-1, along with the key ch~racteristics.

The mix of aircraft on the various routes was as specified in Reference 1.

C-2.3 Runway Occupancy Times

An important difference between current terminals and those projected
for the 1995 time frame is the time an aircraft will spend on a runway.
These times will vary,with aircraft type and, therefore, have been developed

for each of the six aircraft classes previously defined. It was assumed
that the San Francisco terminal will have high speed (i.e., 30 knots), con­
tinuous runway exits and that the deceleration rate will be 6 ft/sec2 for
all aircraft classes. The resulting runway occupancy times for the six
classes were supplied by the Transpor~tion Systems Center in Reference 2.

They are as follows:

Aircraft Class

AC01
AC02
AC03
AC04
AC05
AC06

Occupancy Time (in seconds)

43.4
39.7
39.7
37.3
20.6
23.5
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IAIRCRAFT GENERAL TAKEOFF APPROACH CRUISE CRUISE
SPEED SPEED SPEED ALTnUDETYPE DESCRIPTION (KTS) (KTS) (KTS) (103 FT)

ACOl Jumbo Jet 250. 165. 523. 30-39

AC02 4-Engine 220. 150. 478. 30
Heavyweight Jet

AC03 2/3-Engine 220. 150. 496. 25
Lightweight Jet

AC04 2/4-Engine 120. 140. 235. 25
Turbo-Prop

AC05 Small GA 70. 75. 160. 10
Piston

AC06 Multi-Engine 100. 90. 185. 12
Piston
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C-3 RESULTS

Three different automat,ion levels were studied under two different
demand conditions. The high demand level approximates a flow rate of 60

aircraft per hour through the sectors of interest. This level represents
the nominal projected SFO busy hour operations for 1995 as defined by SRI.
A lower demand level of 40 aircraft per hour was also used and represents
the lowest estimate of projected SFO busy hour operations for 1995.

In addition to these six runs designed to study the variation of re­
source requirements with changes in the automation levels as originally
defined, a simple special excursion case was run with man/machine alloca­

tion designed to maximize the manual performance df tasks having any element
of decision making capability required. This excursion was designed to pro­

vide insight into the impact of alternative allocation of tasks requiring

decision making.

C-3.l Results for Three Automation Levels

The results of the DELTA model run for the three automation levels

and 2 demands are presented in Figure C-l and C-2. The resources required
to accomplish the automated tasks, measured in thousands of instructions

per second, are shown in Figure C-2. The resources required to perform
the manual tasks, measured in equivalent men, are shown in Figure C-l.·

Equivalent men were found by taking each man available in a particular
configuration, multiplying by the percent of the time each man was busy,
and summing these products.

The three automation levels were studied. Briefly, the lowest level

was the least automated, relying heavily upon manual reso~rces;' level R
is a fairly highly automated mixture of resources, being recommended as

the most economical mix of men and computers; level IV is still more highly

automated. A detailed discussion of automation levels can be found in
Chapter 3 of Volume IV.

As expected, the number of men required decreases with increased

automation, but at a decreasing rate at higher automation levels (as seen

on the 60 aircraft per hour curve) in Figure C-l. On the other hand, as
can be seen in Figure C-2, the computer requirements climb steeply with
increased automation levels.



Page C-5

I
f

16 -----------------------,

Equivalent
Men

12

8

4

60 A/C
per hour

40 A/C
per, hour

20 o 0
Percent Automated

o 100

FIGURE C-l MANPOWER RESOURCE REQUIREMENTS



20

Page C-6

I
R

I

Thousand
of Instruc­
tions per
Second

15

10

5

60 A/C
per hour

40 AIC
per hour

a
a 20 40 60 80 100

Percent Automated

FIGURE C-2 DATA PROCESSING RESOURCE REQUIREMENTS



Page C-7

The primary utility of the DELTA simulation for the SFO case lies
in the substantiation of the selection of an automation level using the

methodology discussed in Chapter III of Volume IV. This methodology de­

termined variation in resources with automation level for all of CONUS.
The recommended level as derived in Chapter III resulted in approximately

70% of the tasks being automated. For the SFO case examined using the

DELTA simulation, automating of the same set of tasks resulted in approx­

imately a 60% level of automation. This apparent anamoly resulted from
the fact even though the task allocation is the same for a task whether
performed in SFO or CONUS, the SFO case only examined a subset of the
total set of manual and automated tasks performed in CONUS.

However, an examination of the curves in Figure C-l and C-2 suggest
that the recommended level is near a "knee" in the curves, illustrating the

variation in manual and automated resources with percentage of automation.
Such a location is normally near optimum.

Thus the use of the more sophisticated DELTA simulation for the

SFO case resulted in conclusions which are consistent with the recom­
mendation based on the less sophisticated methodology used for aggre­
gation of all of CONUS resource requirements.

C-3.2 Results for Special Excursion Run

Since one of the characteristics of the recommended automation

level is that many of the routine decision making tasks were automated,
there was some interest in exploring the impact of such automation on
the manpower levels. A computer simulation run was thus structured to
examine the case where routine decision making tasks were allocated to

men. The run was identical to the recommended case with the exception
that tasks were allocated as follows:

1. All tasks currently automated (as of 1972) were automated
(as per SRI input)

2. Of the remaining tasks, all tasks which were manual in
the recommended automation level remained manual

3. Of the remaining tasks, any which involved a decision
making performance capability were made manual

4. All remaining tasks were automated
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The results are plotted in Figure C-3 and C-4. Since the demand

used as input for the excursion case was 40 aircraft per hour, the curve
previously established for the variation of resource with automation
level (originally as shown in Figure C-l and C-2) is included for compar­
ison. As expected the manual resource requirements are higher for the

excursion case than for the recommended level since the percentage of

the automated tasks are lower. However, the increase is higher than
would be anticipated by interpolating between levels to obtain resources

for the percentage of automation associated. with the excursion case. This
greater than anticipated increase in manpower requirements results from

the manpower required for induced tasks. Thus the results of the excur­
sion suggest that following the normal man/machine allocation methodology

-developed in the study has potential for minimizing induced tasks.
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