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PREFACE

This is the second of two books which together contain the
automation requirements of the Advanced Air Traffic Management
System (AATMS)} program.

The first book (Volume IVA) includes Sections 1.0 through
4.3; the present book (Volume IVB) contains Sections 5.0 through
Appendix C and References. :

The Table of Contents, List of Illustrations and the List of
Tables for this book follows.
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5.0 FAILURE MODE REQUIREMENTS

The manpower and data processing requirements derived thus far have
pértained to system operation in a normal state. In this chapter, atten-
tion is tdrned to the question of system failure and the requirements to
carry on operation in a degraded state. Two aspects of failure mode oper-
ation are examined: (1) the effects on safety and capacity-efficiency
produced by functional component failures and (2) the methods by which the
system can muster resources to overcome or compensate for failures. Here,
as throughout the study, the delineation of failure mode requirements is
presented in generic functional terms, yet at a Tevel of detail which pro-
vides a distinct picture of the system design goals to be met. |

5.1 OBJECTIVES

In its traditional form, failure mode analysis is an exercise carried
out during subsystem and component design. The raw material consists of
design detail of the equipment itself and estimated (or empirically derived)
reliability data which indicate the probability of specific. malfunctions
and thé 1ikely course of their consequences. This kind of information lies
far downsteam from the present state of AATMS. There are, as yet, no spe-
cific subsystem designs and none but the most speculative estimates of re-
1iability. In fact, there is nothing upon which to base a failure mode
analysis of the sort customarily performed by systems engineers.

Nevertheless, it is possible to deal with the question of functional
failure and to set forth requirements for degraded-state operation in
generic terms. This involves two assumptions about the nature of failure.
First, the failure of a system resourcé, whatever the equipment character-
istics of that resource might be, produces a loss of functional capability.
Thus, it is possible to define failure not in terms of how something has
malfunctioned but in terms of what specific system capabf]ity has been lost.
Just as system operation can be described by its outputs, system failure
can be described as the absence of those outputs. The second assumption
derives from the first. If the system is considered to consist of func-

tional entities (defined at any appropriate level of detail), then each
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entity, or functional component, can be said to be the locus of some acti-
vity necessary for system operaticn. In effect, each functignal component
(function, subfunction, or task) constitutes the equivalent of an equipment
module, and it is possible to speak of failure of a functional component in
much the same way as one would speak of module malfunction.

Accepting these two assumptions permits failure analysis to be carried
out generically, with each loss of output traceable to a specific functional
component. Diagrams of system functions and information flow can be re-
garded as analogous to engineering drawings and wiring diagrams in the
world of equipment. Modular elements of the system (i.e., subfunctions or
tasks) can be subjected to failure singly or in combination and the loss

. of outputs can be followed along the paths of information flow to determine

the effect on system operation and, ultimately, on service to aifspace users.
This technique can be extended further to idertify ways in which the system
can be made more resistant to failure by means of alternate functiognal units,
parallel lines of information flow, or redundant functional capability.

The failure mode analysis performed in this study was based on this

rationale. The objectives were:

1. To determine the effects of functional component
failure, measured in terms of loss of service to
airspace users;

2, To identify remedial strategies which could be

employed in system design to ameliorate the effects
of failure;

3. To evaluate the degree to which these remedial

features could serve to restore the system to its

original operating state.
To put it another way,_the failure mode analysis was addressed to answering,
in generic functional terms, three questions. What are the conseguences of
functional component failure? What can be done to overcome or compensate
for these failures? Will these measures return the system to its normal
level of safety and capacity-efficiency?



Page 5.2-1

5.2 METHOD

The methed used for failure mode analysis took as its point of de-
parture the function analysis performed in Phases A and B of the study,
where fhe system had been described at three progressively greater levels
of detail (functicon, subfunction, and task). It was assumed that the even-
tual of design of data processors would be modular in nature and that mod-
ules would most closely correspend to subfunctions. The implication was
that, when failure occurred, it would be within a subfunctional module and
this would be manifested as a loss of output. It was further assumed that
failure of one subfunctional module would not directly produce fajlure in
others. This was analogous to designing equipment in such a way that sub-
systems are compartmentalized and protectively isolated to avoid cascading
malfunctions, Thus, failure of one module {subfunction) would not induce
loss of functional capability in others, although they would, of course, be
affected by the loss of inputs normally received from the failed module.

This chain of failure effects (loss of output leading to loss of in-
put) could ultimately be traced through the paths of information flow until
it resulted in the inability to provide some service to users of the air-
space. The effect of a failure was thus defined not by its proximate con-
sequences but by jts eventual impact on service. Because services had been
ranked in terms of their importance for the safety and capacity-efficiency
of the system (see Chapter 2, page 2.1-5), it was possible to establish the
criticality of the effect of subfunctional module failure. By this method
the specific effects of faflure could be identified and assessed, Appli-
cation of the method to each of the applicable 57 AATMS subfunctions ful-
filled the first objective of failure analysis. That is, what are the conse-
quences of functional component failure? The results of this analysis are

presented in Section 5.3 below.

The next step beyond identification and assessment of failure effects
was to devise appropriate strategies to restore the capability of the sys-
tem. A total of seven types of remedial action were defined, including full
functional redundancy, manual back-up, and various methaods for drawing on
internal reserves of computer capability. Along with the strategies, cri-
teria for their adoption were specified and a logical sequence for consid-
ering them was developed. This allowed the optimum remedial strategy to
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be identified for each failure. When considered collectively, the stra-
tegies also served to jndicate a scheme of requirements for failure mode
operation to be recommended for incorporation in system design.

The development of strategies for response to failure involved an
additional assumption about the nature of failure in the system. Thus,
in addition to identifying that an output had heen lost and isolating the
failure to a subfunctional component, it was also necessary to establish
in a general way what was the cause of failure. It was postulated that a
subfunction could fail to produce an output for one of three basic reasons:
1. Failure of an automated rescurce to perform a task

or tasks within the subfunction {including both

complete loss of output and out-of-tolerance
outputs);

2. Human failure or error in performance of manual
tasks within the subfunction;

3. Breakdown in the lines of communication between
the subfunction and others depending on it for
inputs.

Oniy the first of these three causes was considered in the failure analysis.
That is, failure was defined to be an event occurring only in the machine
portion of the system. It was recognized, of course, that human error
could result in loss of output. However, the nature of human-induced.
failure depends heavily on the kind of equipment the man has to work'with.
Since the details of the man-machine interface are as yet undefined, it
was felt that there was no meaningful way to treat human error in the
failure analysis. Breakdown of communication links was likewise excluded
from consideration. It was assumed that the system would be designed with
sufficient redundancy in the lines of communication for there to be alter-
nate paths of information flow available if any given link were severed.

After identification of the appropriate strategies to cope with
failure, the final step in the analysis was to assess the effectiveness of
each response for restoring a normal operating state.- This involved a re-
examination of safety and capacity/efficiency effects, this time in Tight
of how machine resources had been reconfigured and reassigned to deal with
the original failure. To this end, three levels of recovery were defined,
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each describing the state of the system after remedial measures had been
taken in response toc fajlure. They were:

Fajl-Operational - The system is able to continue oper-
atfon with no Toss of safety and no loss of capacity/
efficiency for a finite time interval (at) after the
occurrence of a failure, i.e., the system has been re-
stored to its normal operating state. (The time inter-
val is not a constant value due to the fact that is is
related to the dependent system criticality asscciated
with various subsystems). Within a specified at, the
achieved levels of safety and capacity that existed at
the time of failure(s) are maintained.

Fail-Soft - The system has suffered some loss of capa-
city and efficiency, but no loss of safety, i.e.,
capacity and efficiency have been sacrificed to main-
tain the normal level of safety.

Fail-Hard - The system has Tost capacity and efficiency,
perhaps beyond that of the Fail-Soft level, but it has
also lost safety. This is not to say that the system is
unsafe, just not as safe as it normally is. The system
is weak because both safety and capacity-efficiency have
had to be sacrificed in order te continue operation.

Some explanation must be provided for the terms used above to des-
cribe the state of the system after the occurrence of a failure. It is
realized that the three (3) terms used here may be somewhat incongrous to
each other. The words fail-soft and fail-hard tend to imply the manner
in which the system responds to a failure, whereas fail-operational is
more in the nature of what condition the system is in after the failure.
This minor deficiency might have been alleviated by creating new terms,
however, there already exists a large set of terminology on this subject
and it was decided to use existing words with an implicit explanation
given as to their meaning and usage in this report. Again, the intent
here is to utiiize the terms in order to connote varying degrees or levels
of degradation as a consequence of a functional failure and after corrective

measures have been taken.

Secondly, a term that has been used quite frequently with various
meanings in failure modes is "fail-safe". This expression was deliberately
not used above since the gverall protective design philosophy for AATMS is
called fail-safe. It is noted that the nomenclature of fail-safe does not
refer to a specific state of the system but rather to a design goal, char-
acteristic, or capability of the system.
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The results of the analysis of remedial strategies and assessment of
their effectiveness are presented in Section 5.4. Together, the consti-
tute fulfillment of the remaining two objectives of failure analysis:

identification of remedial actions in response to failure and estimation
of their restorative effect.
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5.3 FAILURE EFFECTS

The ultimate consequence of failure of a functional component is the
loss or restriction of service to users of the system. The relationship
of functions to services was established in Phase B of the study and dis-
cussed earlier in Section 2.2 of this volume. This relationship was char-
acterized in terms of information, decisions, and actions as follows:

I - A function produces information outputs needed to
provide a service,

D - A function produces decisfions directly associated
with a service.

A - A functicen produces actions by which a service is
directly implemented.

For the purpose of failure effects analysis, wnhich treated failure
at the level of subfunctional components or modules, it was necessary to
expand the Phase B service-function matrix to identify the particular con-
tribution made by each subfunction. This made it possible to spacify in
a systematic way the consequences of subfunction failure as the ]ess of

information, decisions, or actions related toc a given service.

Table 5.3-1 shows the I-D-A relationships of subfunctions to services.
The sybfunctions have been grouped by the operator position to which they
have been assigned as a responsibility. The table also indicates those
subfunctions which are entirely manual, i.e., all tasks within the subfunc-
tion are assigned to man at the recommended level of automation. These sub-
functions were subsequently factored out of the failure analysis since, by

definition, only machine failures were 'to be considered.

After tracing subfunction-service relationships, the next step was to
establish the criticality of the effect on services produced by failure of
each subfunction. It will be recalled that services had been grouped into
three categories in relation to safety and capacity-efficiency:

Safety-Related Services - Separation Assurance, Spac1ng
Control, Navigation, Emergency Assistance

Capacity/Efficiency-Related Services - Flight Plan Con-
formance, Flight Advisory, Flow Control, Flight Planning
Information
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TABLE 5.3-1 RELATIONSHIP OF SUBFUNCTIONS TO SERVICES

SERVICES
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POSITION IA: DATA BASE E =3 a2 2gl =
OFFICER . =z |&|7= Zols 223 =
. ' Ol LI-4 )28 - =0 < |- bl Ld
e P T et o e e
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14.7 | Prepare Operational Reports IDA
14.2 | Compile and Store System
+| Records 1DA
14.3 | Prepare and Maintain Statis-
tical and Special Reports DA
17.1 | Determine Current and Fore-
cast Weather I
17.2 { Update Rules and Procedure
Information I
17.3 | Update Airspace Structure
and Jurisdictional Boundary
Information I
17.4 | Update Route Information I
17.5 | Update Airspace Restriction
Information 1
17.6 | Update Hazards to Flight
Information I
17.7 | Determine Capability and
Status of COMM-NAV System I
17.8 { Determine Capability and
Status of Ground Facilities 1
17.9 | Maintain User Class Infor-
mation I
17.10| Compile Traffic Summaries I
17.11| Prepare Preformatted Data
Modules |
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TABLE 5.3-1 RELATIONSHIP OF SUBFUNCTIONS TO SERVICES {Cont'd)
SERVICES

POSITION IB: FLIGHT INFOR-
MATION SERVICES
OFFICER

{Functions 1, 12)

AIRBORNE, LANDING &
GROUND NAVIGATION

EMERGENCY

SPACING CONTROL
SERVICES

FLIGHT ADVISORY
SERVICES
ATRPORT/AIRSPACE
USE PLANNING
INFORMATION

CONFORMANCE
SERVICES -

SEPARATION
ASSURANCE
FLIGHT PLAN
ANCILLARY

Receive Requests for Flight
Planning Information

Select Information to Service
the Request 7 D

Format and Display the
Requested Information ‘ 7 A

Service Request for Infor-
matien I IDA

Issue Flight Advisories and
Instructions I IDA

Notify Pilot of Imminent
Encounter with Hazardous
Weather Phenomena I IDA

—

POSITION IIA: FLIGHT PLANS
(Functions 4, 15)

Develop Time-Position
Profile I I I

Review Flight Plan : D 1D I
Propose Modified Flight Plan IDA| I I

Determine Respdnsibi1ity for .
Control and Communication (ENTIRELY MANUAL)

Determine Nature of Service | l
Required (ENTIRELY MANUAL)

Initiate Action to Provide I I
Service (ENTIRELY MANUAL)

RECORD SERVICES

SERVICES
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TABLE 5.3-1 RELATIONSHIP OF SUBFUNCTIONS TO SERVICES (Cont'd)

SERVICES
a3
[ s bt
=0 hd
- 3 |larx x |2 2
POSITION IIB: FLOW CONTROL & = S e &
= =D %3] [T R —
Function 2) =. 8|75, [FoE E£2B =
(Function 28 S I TSR WS EE ) B
== O = = L wi— «f LLJSLIJ
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N, q:c.':lmmmuu.mg::-—.m::m o
Determine System Capacity (ENTIRELY MANUAL)
Determine System Demand I ID
Determine and Resolve Capa-
c¢ity Overload Situations I I DA
POSITION III: FLIGHT SUR-
VEILLANCE AND
CONTROL
(Functions 5,6,7,8,9%,11,13,
and 16)
*Function 9 for Terminals
only
Check Clearance Status 1D 1D
Determine Clearance to he
Issued D D
Compile and Issue Clearance A | A
Determine Present Position I I 1 I |I
Compile Aircraft Time-
Position Profile I I I I
Predict Future Positions/ .
ETA's of Aircraft I I I I I I I
Determine Aircraft Capability|
and Status I I ID |I I
Detect Long-Term Conflicts
Among Flight Plans I 1D I
Determine Current Deviations
from Flight Plan I 1 ID I
Predict Deviations from
Flight Plan I 1 1D
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TABLE 5.3-1 RELATIONSHIP OF SUBFUNCTIONS TO SERVICES (Cont'd)

SERVICES
o3
D=
=0 d
3ler = |12 &0
POSITION III: FLIGHT SUR- E z< S & =
VEILLANCE AWD |, | £ 92| |zule 232 =
CONTROL Swi S\ -=|> igaque > | G
(Continued) [ 2| o [EZ[20ITETdngz <0
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o v < oz Ol | = x| wa, & ol O
W o |=el= W] 1S ull— njz ol wl W
N ] v et G i O e D <t W] &2
7.4 jDetermine Appropriate Reso-
Tution of Deviations I |1 DA 1
8.1 | Predict Conflicts D |1 I I
8.2 [ Resolve Conflicts DA|I
9.1 |Maintain Predicted Arrival/
Departure Schedule for Each
Airport I 1
9.2 | Determine Requirement for
Spacing Control 1D
9.3 | Establish Runway Configur-
ation Schedule IDA
| 9.4 | Determine Most Efficient
Arrival/Departure Sequence/
Schedule for Runway DA
9.5 | Initiate Implementation of
Sequence/Schedule DA 1 1
11.1 | Initiate/Terminate Guidance |ID |ID ID |ID |
11.2 | Compute Vector Requirements |I [I I |1
11.3 [ Compute Air Vector I | I |I
11.4 | Compute Guidance Commands DA| DA DA| DA
11.5 | Compile and Transmit Guid-
ance Instructions Af A Al A
13.1 | Determine Handoff Respon- ‘
sibility Requirements 1D |ID 1D
13.2 | Determine Communication
Channel Assignment ID |ID ID
13.3 | Effect Transfer of Respon-
sibility Al A A
16.1 | Describe Emergency Situation (ENIIRE%Y MANUAL)
16.2 | Determine Required Response (ENTIRELY MANUAL)
l 3 1 |
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Supporting Services - Ancillary and Special, Record-
keeping

This rank1ng of services was comblned w1th the concept of function-
service re]at1onsh1ps (information, decision, action) to produce a hierarchy
of failure criticality, with five levels or classes, shown below in the
order of most to least severe.

Class 1 - The subfunction produces dec1s1ons or actions re]ated
‘ to any of the four safety-related services.

Class 2 - The subfunction produces information for two or more
.safety-related services.
Class 3 - The subfunction produces decisions or actions related
‘ to any of the four capacity/efficiency-related ser-
vices.

Class 4 - The subfunction produces information for one safety-
related service or two or mare capacity-efficiency-
related services,

Class 5 - The subfunction produces information, decisijons, or.
actions only for supporting services or for one
capacity/efficiency-related service.

Table 5.3-2 is a schematic representation of the system of classification
for criticality of failure effects.

TABLE 5.3-2 CLASSIFICATION OF FAILURE CRITICALITY

SERVICES
CAPACITY/
SAFETY EFFICIENCY SUPPORTING

SUBFUNCTION QUTPUTS ‘ FAILURE CLASS
Decisions or -Actions 1 3 5
Information for two or
more setvices 2 4 5
Information for one
service ‘ . ‘ 3 5 5
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Table 5.3-3 on the fo]lowing two pages presents a list of subfunctions
according to failure c]asé. Basically, this table is a condensation of the
subfunction-service matrix given earlier {starting on page 5.3-2), with the
ten individual services reduced to three major service categories and the
subfunctions identified by code number only. However, Table 5.3-3 does
preserve an indication of the number of services in each category receiving
information outputs from each subfunction. This was done top assist the
reader in understanding the assignment of subfunctions to failure classes,
i.e., to clarify the basis for assigning subfunctions to classes 2, 4 and
5.

Table 5.3-3 is to be interpreted as identification of the specific
service-related effects which would be produced by individual subfunction
failure. The failure class assignment for each subfunction serves to in-
dicate how critical it is for the operatioh‘of the system and, hence, to
describe the consequence of subfunction failure. Table 5.3-3 also shows
the relative importance of subfunctional failure within and between oper-
ator positions. For example, Positicn IA (Data Base) performs subfunctions
whose criticality ranges from Class 2 to Class 5. By contrast, Position
ITI (Flight Surveillance and Control) ranges from Class 1 to Class 3, but --
more important -- it includes all the subfunctions of Failure C]éss 1 and a
large proportion of the Class 2 subfunctions. Thus, in terms of the safety
of system operation, Position III has a much more critical role than Posi-
tion IA.

A more consolidated view of the distribution of failure criticality
across positions and subfunctions js provided in Table 5.3-4. For each
position, the table 1ists the number of assigned subfunctions according
to their failure criticality class. (The figures in parenthesis below the
principal entry indicate the respective number of automated and semi-
automated subfunction.) Manual subfunctions are tabulated separately since
they are not relevant to the failure analysis. It can be seen that of the
51 subfunctions containing automated tasks, 30 are placed in the safety-
related failure classes (1 and 2), and 16 are in the capacity/efficiency-
related classes (3 and 4). It can be seen again that, as a whole, Posi-
tjon III (Flight Surveillance and Control) has the most crucial role with
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TABLE 5.3-3 SUBFUNCTION FAILURE CRITICALITY

SERVICE RELATIONSHIP

SUBFUNCTIONS FAILURE
SAFETY |CAP./EFF.| SUPPORT |.-CLASS
14.1 IDA 5
14.2 IDA 5
14.3 DA 5
17.1 11 1111 I 2
17.2 11 1111 11 2
17.3 111 I 4
9 17.4 1111 I 4
<> 1.5 1111 11 4
<| 17.6 I 1111 I1 2
17.7 11 1111 I 2
17.8 11 1111 II 2
17.9 111 111 I 2
1710 I I 5
_ 17,1 11 I 4
e [¥g]
— L 1.1 I 5
-1 =
- = 1.2 D K|
w|l @ 1.3 A I 3
e TR 12.1 I 1DA I 3
2.2 I IDA I 3
i) B PR 1 1DA 1 3
4.1 I I I 3
o 4.2 11D I 3
= 4.3 T1IDA 3
<L o
= 4.4 ENTIRELY MANUAL NA
& I
1 ERER ENTIRELY MANUAL NA
- 15.2 ENTLIRELY MANIIJAL NA
= 1 T
" 2.1 ENTIRELY MANUAL NA
o
o 2.3 I IDA

NA = NOT APPLICABLE
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TABLE 5.3-3 SUBFUNCTION FAILURE CRITICALITY ‘{Cont'd)

FAILURE

SERVICE RELATIONSHIP
SUBFUNCTIONS —orre Ty TCAP. JEFF.| SUPPORT | CLASS
5.1 ID ID 1
5.2 D D 1
5.3 A A I 1
6.1 II1 I1 2
6.2 11 I I 2
6.3 I11 111 I 2
6.4 IT1D I II 1
7.1 I 11D I 3
7.2 11 11D 1 2
-—
= 7.3 I ID 2
= 7.4 11 DA I 2
- O
= 8.1 11D I I 1
== 8.2 IDA 1 I 1
e g
- & 9.1 I I 3
"= 9.2 ID 1
& = 9.3 IDA 1
(Vs ] .
- c 9.4 1DA 1
5 9.5 DA 1 1
. |
1.1 111D 1D 1
11.2 111 I 2
11.3 I11 I 2
1.4 DA DA 1
1.5 A A I ]
13.1 11D ID 1
13.2 11D ID 1
13.3 A A I 1
16.1 ENTIRELY MANUAL NA
16.2 EN‘!‘IRELY HANUAL NA

NA = NOT APPLICABLE
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This position has a concentration of 24 of the 30
By contrast, the possible capacity/

efficiency~re1éted failures. are spread rather evenly across all positions.

TABLE 5.3-4 FAILURE CRITICALITY OF SUBFUNCTIONS BY POSITION

ASSIGNED SUBFUNCTIONS

AUTOMATED OR SEMI-AUTOMATED

FAILURE CLASS ENTIRELY
_ TOTAL BY
POSITION 1 2 3 4 5 |posiTion| MANUAL
IA Data Base 0 o 0 . 4 4 14 0
: {4/2)* (4/70) 1(2/2) | (10/4)
IB  Flight Info. 0 0 5 0 1 b 0
(1/4)- (/1) | (1/5)
IIA Flight Plans 0 0 3 0 0 3 3
(0/3) : ; (0/3) ‘
1B Flow Control 0 o | 2 0 0 2 |
(2/0) (2/9)
III Flight Surveil] 16 8 2 0 0 2 | 2
and Control (1274) | (6/72) | (1/1) . (19/7)
TOTAL BY | : | o |6
FAILURE CLASS 16 (14 |12 4 J 51 57

*Figures in parenthesis indicate, respectively, the number of
automated and semi-automated subfunctions.. '
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5.4 FAILURE MODE RESOURCE REQUIREMENTS

The detailed definition of failure effects, ranked in terms of their
criticality for the safety and capacity-efficiency of the system, consti-
tuted fulfillment of the first of the three objectives of the failure
analysis performed in this study. Failure effects also served as the
point of departure for examination of man-machine requirements in failure
modes, where the reémaining two objectives were met.

FaiTure mode resource requirements are contained in the answers to
two questions. First, what is the response required of man and machine
resources to cope with functional component failure? This entails speci-
fication of the ways in which man and machine resources can be recombined
and reallocated to overcome or compensate for fajlure and restbre system
services. Second, how successful will this response be? This involves
assessment of the level of service which will result from application of
remedial and restorative measures. In some cases the system will be able
to reconfigure or to draw on available reserves and thereby return to an
essentially normal state, with a full complement of services. In other
cases, however, it will not, and some degradation of services will occur,
Taken together, the answers to thése questions indicate (1) the amount and
kind of resources required to make the system resistant to failure effects,
(2) the required flexibility in resource configuration and deployment, and
(3) the level of service which can be maintained in the face cof functional
component failure. These three kinds of statements can be taken as require-
ments ih the sense that they are theoretical expressions of what the system
must be able to do; and, hence, they represent goals to be attained in the
system engineering and development process,

The treatment of failure mode resource requirements is carried out
at two levels. First is a detailed statement of requirements in the event
of individual subfunction failure within an operator position. These can
be called localized failures, and they w111 probably be the most common.

At the second level is a treatment of the more massive form of failure in
which operational capabi]ity is lost within an entire facility or some -
major block of a facility. While considerably less common,-thesé failures
pose such potentially grave consequences for the system that they must be
accounted for in the system design requirements,
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5.4.1 Machine Resources

Before proceeding with the analysis of failure mode requirements,
it is first necessary to establish in more detail the characteristics of
the man-machine resgurce team available at the various system facilities.
Operator positions, it will be recalled, were defined in terms of func-
tional responsibilities. Each position can therefore be described by a
set of tasks, some assigned to man and the remainder to machines. Thus,
the basic unit of resources at any position or facility in the system is
made up of a human operator, a data processor, and an input-output device
which permits the two to interact in carrying out their respective tasks.

The required number and type of operators at each facility were
established in the course of developing system manning requirements
(Chapter 3). The pattern of manning was derived from computation of the
- man-hours needed to perform the manual tasks at each position for a pos-
tulated level of demand. This same series of computations also developed
a system-wide estimate of the data processing requirements for automated
tasks and for the induced tasks of display generation and control input
processing. The machine resaurce requirements were not at that time
differentiated and distributed across facilities. It will be necessary
to do so now in order to complete the picture of the man and machine
resource capabilities in each part of the system.

The basic data for each automated generic task and for each induced
display and control task consisted of estimates of the frequency of per-
formance and the number of machine instructions required. Combining these
estimates by the method described in Chapter 3 resulted in an expreséion
of machine resource requirements to accomplish each function or task com-
ponent thereof for all aircraft using the system. Since the basic computa-
tion was a product of instructions times frequency, the unit of machine
capability was a rate, instructions per second. Further, because the
instruction handling rate was broken down on a function by function basis,
it was possible to associate data processing requirements with positions,
which were also defined in functional terms. Thus, the overall data
processing rate for the machine assigned to each position could be estab-
lished. This, in turn, could be further refined by one more series of
calculations in order to reach a statement of machine capacity required
to support each operator at each position of each facility.
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This Tast calculation proceeded as follows:

1. 5Sum the instruction rates for each automated task
in all functions in each position.

2. Sum the instruction rates for each induced control
and display task in 2ll1 functions in each position.

3. Sum (1) and (2) to obtain total instruction rate
for each position system-wide.

4. For Position IIl only, divide (3) into shares pro-
portionate to the part of the total demand handled
by each type of facility (en route, primary terminal,
manned secondary terminal, transition hub center).

5, For Position III divide (4) and for other positions
divide (3) by the number of facilities of the appro-
priate type to obtain the instruction rate per
facility.

6. Divide (5) by the number of operators of the appro-
priate type at each facllity to obtain the instruc-
tion rate for the data processor associated with
each operator.

This chain of calculations produced a statement of the data proces-
sing required to support each operator in the system. These requirements

-ranged from a low of 353 instructions per second for an operator in Posi-

tion I8 (F1ight Information Services) to slightly over 36,000 instructions
per second for Position III (Flight Surveillance and Control) in an en

route sector.

Because of the great disparity among the data processing requirements
for the various positions, it was necessary to pos§u1ate a more nearly
uniform capacity {processing rate) for the computers to be assigned to
each man-machine resource unit at each position. Therefore, it was assumed
that the basic machfne module would have a capacity of 7200 instructions
per second (ips). In effect, this meant that operator positions with data
processing requirements smaller than 7200 ips would share a computer
resource within their facility.

A computer with a rate of 7200 ips is, of course, very small. There-
fore, the term machine module should not be taken as a synonym for computer,
The basic 7200 ips module represents only a fraction of the total capacity
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of a computer, even by today's standards. Thus, the module stands not as
an expression of computer capacity, but a unit of computer allocation.
It is the building block for the automated portion of the system, just as
operators are the building blocks for the manned position.*

At each facility, 7200 ips modules were assigned in sufficient num-
ber to accomplish all the machine tasks, and integral numbers of operators
were assigned as needed to carry out man tasks. Thus, the basic man-
machine resource unit at each positibﬁ and facility was assumed to be an
operator and a 7200 ips machine module, the latter 1nc]ud1hg the input-
output device needed for display generation and inputbinstruction proces-
sing. Where positions had small data processing requirements (i.e., less
than 7200 ips), operators were assumed to share a machine module. Where
the data processing requirements of the position exceeded 7200 ips, the
appropriate number of extra modules were assigned.

Since the basic purpose of this exercise was to further the investi-
gation of failure mode requirements, the assignment of modules to positions
and facilities not only took into account normal operations but also made
allowance of a certain reserve for anticipated failures. This allowance
was made in two ways: reserve cabacity within modules, and provision of
spare modules. In doing so, it was assumed that the module would have. an
appropriate multi-mode proceséing capability suchvthat‘reserves and spares
could undertake any task necessary provided they had the available data
processing rate to handle the assignment. ‘

Table 5.4-1 describes the ailocation of data processing modules to
positions and facilities. Reading from left to right, the tab]e_shbws by
position and site the number of modules required for normal operations.
The next column indicates the spares allotted for failure situatfons. This
is followed by the total modules allocated per'site and then for the whole
system. The last four colums indicate the manner in which modules are ‘
allotted to serve normal and failure mode needs, showing respectively the

x
The aggregation of modules into computers of. appropriate capacity and the

assignment of computers to facilities are left as open questions at this
point. They are matters of computer sizing and computer architecture
which lie outside of the scope of the present discussion. See, however,

Chapter 7 of this report.
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number of operators served by each module, the capacity (in ips) required
for normal operations by each operator and the excess available per module
and per site for failure mode operations.

The allocation of machine resocurces shown in Table 5.4-1 represented
the final element of system descripticn needed to investigate the possible
forms of response which the system can make to failure of functional com-
ponents. Since this scheme of machine resource deployment indicates the
location and amount of available reserves, it can be used as a framework
for assessing the applicability of the various response strategies which
are described in the following section.

5.4.2 Fajlure Mode Strategjes

A modern, complex system can respond to failures in a variety of
ways. It can make use of reserve capacity; it can reconfigure and redeploy
its human and automated resources; it can reduce jnvolvement in margina11y‘
important activities; it can reduce the level of output (service). The
practicability of any of these types of response is, of course, highly
dependent on the characteristics of computer equipment and its programming.
These features of AATMS are as yet undetermined, and it is beyond the scope
of this study (and the power of the investigators) to predict the specifics
of the system which will ultimately be designed.

However, it is possible to delineate certain basic strategies of
response to failure and to assess their applicability for a system with
the general characteristics outlined above. These strategies should not
be taken as set procedures to be followed if such and such fails. Rather,
they should be understood as recommended forms of failure response, which
can be used by system engineers as guideposts in designing a system which
is resistant to the effects of failure and flexible in its manner of sur-

mounting adversity.

Seven strategies were devised for response to system failure. Each
strategy included a description of how it was ta be carried out and a
statement of the criteria for assessing its appropriateness in any given
failure situation. These strategies are enumerated in Table 5.4-2.
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As an accompaniment to these strategies, a paradigm was developed
for analysis of failure situations. This paradigm took a form much like
the conventional fault-isolation tree, with a series of dichotomous deci-
sion points leading to selection of a unique strategy. The failure analy-
sis procedure begins with determination of the criticality of the particu-
lar failure. This produces a major branch which separates the high and
low criticality cases. Thereafter, strategies are considered in a set
order. If the criteria for selection of the first strategy are met in the
given failure case, the strategy is recommended for adoption. If not, the
next strategy in the sequence is considered, and so on until the appropriate
strategy is found. The procedure for fault analysis is illustrated schema-
tically in Figure 5.4-1.

‘ The failure analysis paradigm follows the principle of resolving
failure situations from "the inside out." Thus, the first recourse con-
sidered is within the operator position and its associated data processing
modules ("internal reserves"). If this is not suitable, the next recourse
is to reallocate resources within the module ("reduce to essentials").

The next two options involve solutions which lie outside the affected
module but within the facility. In order of preference, they are to borrow
capacity from Tike modules doing the same work at the facility ("lateral
borrowing") or to draw on the capabilities of human operators ("manual
backup"). Only when none of these strategies is adequate, is considera-
tion given to borrowing resources from outside the facility ("vertical
borrowing"}, either at a similar facility or at a more centralized location.
The last recourse is to call on spare resources ("redundancy"). Placing
this strategy Tast reflects the general concern to resolve failures as
parsimoniously as possible. Redundancy is considered to be the least
economical form of remedial action. Thus, the general pattern of failure
response proceeds from position, to facility, to outside the facility and,
finally when nothing else is approprifate, to redundant resources.

5.4.3 Resource Requirements for Individual Failures

The analysis of failures of individual subfunctional elements and
the recommended strategies for resolving them are presented in Tables
5.4-4 through 5.4-11 beginning on Page 5.4-17. Since a case by case dis-
cussion of failures would be tedious, the tables will be allowed to carry
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FAILURE

OCCURS

HOW
LOW CRITICAL HIGH/MEDIUM
(CLASS &) ? {CLASSES 1-4)

MANUAL loYES MANUAL INTERNAL YES [ INTERNAL
BACKUP BACKUP RESE?FNES RESERVES
? H
NO NO

YES
BORROW YES { LATERAL
LATERALLY BORROWING,
?
KEY: NO
= DECISION
FOINT MANUAL S YES [ MaNuAL
BACKUP BACKUP
?
= ADOPTED ,
STRATEGY NO

BORROW
VERTICALLY
?

YES _{ VERTICAL

BORROWIN

NO

FIGURE 5.4-1 FAILURE ANALYSIS
PARADI GM

REDUN-
DANCY
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the burden of explanation. The comments that follow are intended to assist
the reader in interpreting the tables to whatever level of detail his in-
terest may dictate,

A fai]hre analysis is presented for each operator position, with
Position III (Flight Surveillance and Control) being further divided into
four separate tables according to the type of facility (RCC, Primary
Terminal, Secendary Terminal, and THC). Each of the eight tables has the
same format. The first two columns identify the subfunctions assigned to
each position and indicate the Criticality Class of the service receiving
outputs from the subfunctions. (See page 5.3-6 above for an explanation
of these classes.) The next two columns identify (by code number only)
the tasks which make up the subfunction and indicate whether they are man-
ual (M) or automated (A) at the recommended level of automation., The col-
umn headed AI (Automation Index) indicates the ranking of the task according
to the five incremental levels of man-machine performancé capability (I =
most machine-like, V = most man-like). It will be recalled that the rec-
ormended automation level lies between III and IV on this scale,

The next column, headed Performance Data, is subdivided into three
1istings: Man Task Time - the time (in seconds) required to perform the

task manually; IPS - the number of instructions per second required to per-
form the task by automated means for all aircraft under the authority of

an individual operator and his associated machine resource; freq. - the
frequency with which the task must be performed. Frequencies are expressed
as per flight, per facility (all installations of the system), per terminal,
or per jurisdiction (airspace subdivision), as appropriate. Note also that
the instruction count in the IPS column includes that required to-perform
automated tasks and all induced display and control tasks within the sub-
function.

The last two columns indicate the recommended failure strategy and
the system operating state which will result from application of the stra-
tegy. In general, the application of a remedial strategy will restore the
system to one of three states: |
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Fail-operational - no loss of safety or capacity/efficiency;

Fail-soft - no loss of safety, but at some sacrifice of capa-
city/efficiency; '

Fail-hard - loss of safety (to an acceptable 1imit) and Toss
of capacity/efficiency.

This determination was made by examining the effect which the selected
strategy would have on the overall disposition of resources at the position,
among adjacent positions, within the facility or more remotely at.a centra-
lized facility., If resolution of the failure involved reassignment of re-
sources, then the cost of the remedial action could be measured by the
safety and capacity/efficiency relationship of those activities which had
to be g{ven up in order to compensate for the original failure.

Thus, by reading across the tables, the reader can recapitulate the
steps of the failure analysis for each subfunction since the data needed
for each decision point of the failure analysis paradigm are available.
Alternatively, the reader can skip over the intermediate details and read
directly the recommended strategy and its anticipated effect on system
state.

In general, the results of the analysis indicate that the system is
highly resistant to the effects of individual failures. (See Table 5.4-3.)
In all cases but two, which will be examined below, the system can be re-
stored to a fail-operational state after Toss of a single component. 1In
all but 13 of the 126 cases considered, the fail-operational state can be
attained without resorting to redundancy, manual backup, or elimination of
services.* The most commonly applied strategies are drawing on internal \
reserves (66) and lateral borrowing (39). The vertical borrowing strategy
is not required to deal with any instance of single-component failure.
These findings suggest that the allocation and configuration of resources
within facilities is such that the facilities are entirely self-sufficient

*There are three additional cases (Subfunctions 7,1, 7.2 and 8,1) in Posi-
tion IIl at RCC en route sectors where redundancy is a possible second-
choice strategy; but these are not included in the 13 cases referred to
above.
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in overcoming individual failures. In 8 cases {all in Position IA at the
CCC) failures cause the system to cut back to essentials by eliminating
supporting services (suspending the preparation of statistical and special
reports), but this is not regarded as a significant weakness in the resource
allocation for the CCC. ‘

There are two failures where the remedial strategy reduces the system
to a fail-soft state, i.,e,, where capacity/efficiency are sacrificed in
order to continue operations. One is in connection with failure of Sub-
function 7.1 (Detect Long-term Conflicts Ameng Flight Plans) at a primary
terminal, Failure of 7.7 can be resglved by lateral borrowing, but to do
so would use up half of the total reserve of the faéi]ity, and this may not
be prudent in view of the high safety-related criticality of other functions
performed by Position III. Subfunction 7.1 (along with 9,1) has the Jowest
failure class rating in Position III; all others are failure class 1 or 2.
Therefore, the strateqgy of reducing to essentials by eliminating Subfunction
7.1 is suggested as a second choice, even though it entails some sacrifice
of capacity and efficiency. This sacrifice, however, is not compléte since
7.1 is backed up functiorally by 7.3, 8.1 and 8.2, Still, it may be argued
that the second-choice strategy represents a needless penalty in capacity/
efficiency. If this is the prevailing view, then the first choice of lat-
eral borrowing can be adopted, but at a serious cost in the total available
reserve of the facility.

Failure of Subfunction 7,3 (Predict Deviations from Flight Plan) at

a Transition Hub Center is a more clear-cut case. The reserves of the THC
are not sufficient to remedy the failure by lateral borrowing. Subfunction
7.3 requires 2052 ips, and a reserve of only 1700 ips is available., Since
7.3 is a subfunction of failure class 2, it must be restored if the system
is to continue to operate safely, i.e., if the system is not to fail hard.
The only subfuncticn in Position III with a lower failure class and with a
sufficient instruction rate is 7.1 (Class 3, 1101 ips). Theréfore, the
recommended strategy is a combination of drawing on internal reserves (which
provides 1700 ips) and reducing to essentials by eliminating 7.1 (which
makes an additional 1101 ips available). This results in a fail-soft con-
dition. However, as noted above in the discussion of failure of 7.1 at a
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primary terminal, functional.back-up is provided by Subfunction 7,3 (here
restored to service), 8,1 and 8.2 -- so there is only a partial sacrifice
of capacity and efficiency. ' '

The item by item tabulation of individual failures begins on page

5.4-17. The discussion resumes cn page 5.4-40 with an analysis of large-
scale failures.
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